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ABSTRACT

This study revisits the invisible college concapbider to respond to Lievrouw's (1990)
guestion about whether it isseructureof scholarship measurable from outside elemerds (i.
published documents) orsacial processooted in informal communication behaviours, peaele
only to the researchers who carry out these bebtessid=ocusing on the Singularity Theory
community in Mathematics, the combined researchrigeies of Author Co-Citation Analysis, Social
Network Analysis, and Ethnography of Communicatioe used show that an invisible college
constitutes both elements identified by Lievrousin invisible college is defined and observed as a
multidimensional phenomenon where three factordie-subject specialty, the scientist/scholars as
social actors, and the information use environn(ikHE) — play interrelated roles in its orientation

and growth.
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CHAPTER 1: NTRODUCTION

1.1 Problem Context

In May 1993, Andrew Wiles gave a series of lectuetitled “Modular Forms, Elliptic
Curves, and Galois Representations” at the Isaagdwelnstitute in Cambridge. During his third
and final lecture he astonished the members aflsisarch community with a solution to Fermat’s
Last Theorem. Ken Ribet, a visiting mathematidiam Berkeley, had been following the first two
lectures with anticipation. Rumors were circulgtthroughout the Institute and he was one of
several visitors who suspected that at the thitlite “the most important mathematical
announcement of the century” was about to happen:

| came relatively early and sat in the front roorgj with Barry Mazur. | had my

camera with me just to record the event. Thereaneexy charged atmosphere and

people were very excited. We certainly had a sdretewve were participating in

a historical moment. People had grins on theie$dwefore and during the lecture.

The tension had built up over the course of sevdags. Then there was this marvelous

moment when we were coming close to a proof of R#ebast Theorem.”

(Singh, 1997, p. 248)

Towards the end of the lecture, members of theeaiedi began to take photographs. The Institute’s
director was waiting with a bottle of champagneiled/ own account was that there was a “typical
dignified silence” in the lecture hall leading wpthe final moment when he wrote his statement on
the blackboard. His last words were, “I think $tbp here” and immediately afterwards two hundred
colleagues clapped and cheered in celebratiord@). 2

The story behind Andrew Wiles’ lecture, recountgdlimon Singh irfFermat's Enigmais a
fascinating portrayal of one man’s solitary quessdlve a time-honored mathematical mystery. At
the age of 10, Wiles’ attention was drawn to adliigroook entitled’he Last ProblemThis book
outlined the roots of a famous problem, which stefiom the mathematics of ancient Greece.

The problem matured over time, until an emineneagsenth century mathematician named Pierre de

Fermat part a secret so that he could pose a njjelk® other mathematicians around the world.



For centuries, one mathematician after anothexddd prove what became known as “Fermat’s Last
Theorem.” Finally it was the young Wiles’ who toibkipon himself to be the one: “Here was a
problem that I, a ten-year old, could understardildmew from that moment that | would never let it
go. | had to solve it” (p. 6).

Wiles’ childhood dream was the inspiration for liathematics education. In 1974 he
received a B.A. from Merton College, Oxford andrtimoved to Cambridge University to begin a
Ph.D. under the supervision of Professor John Godte1980 he was awarded a doctorate for his
mathematical work on elliptic curves. Following lgraduation, he took a postdoctoral position at th
Institute for Advanced Study in Princeton. Whenwas finally awarded the status of Professor at
Princeton in 1982, he decided that it was timeegito his official journey toward solving Fermat’s
Last Theorem.

Wiles knew “that to have any hope of finding a @gree would first have to completely
immerse himself in the problem” (Singh, p. 207) tdmiliarized himself with the mathematical
history surrounding the Last Theorem, includingtgeieof failures, articles on elliptic equationsdan
modular forms, the Taniyama-Shimura conjecture kel Ribet’s link between Fermat and
Taniyama-Shimura. Wiles also abandoned all tdsiswwere not directly relevant to the problem,
avoided unnecessary professional distractions dtiaer his teaching responsibilities and stayed at
home whenever possible to retreat to his atticystdbove all, he made a very remarkable promise
to himself, and that was “to work in complete isima and secrecy” (p. 208).

Although Wiles’ isolated approach to mathematiceegch was highly unusual, there was an
understandable motive. If he was to succeed aiging the world with a complete and flawless
proof of Fermat's Last Theorem, then the glory aisged with winning the most coveted prize in
mathematics would be “his and his alone” (Singll)p.On the other hand, his decision to keep his
work a secret meant that he had never discussedted his ideas with other members of the

mathematics community. He was putting himselisk of making a fundamental error (p. 4).



On the day that Wiles presented his proof at thetbie Institute, he became overwhelmed
with ambivalence: “I got so wrapped up in the pesbithat | really felt | had it all to myself, bubwu
| was letting go. There was a feeling that | wasng up a part of me” (Singh, p. 249). Singh’s
account does not elaborate on Wiles’ feeling, bwiis clear that part of the "giving up" process
meant that he was expected to surrender his wqrkeo review. Wiles and all the other members of
the number theory community needed to be sureendticuracy and correctness of his mathematics.

After a long summer of waiting for reviewer repohf¢iles received the crushing news that
his solution possessed a fundamental flaw. Fottlyahis reviewers agreed to keep this flaw a
secret from the rest of the mathematics commumitytee was given time to adopt any work strategy
he needed to focus on mending the proof. Weeksranmdhs passed and he failed to make any
progress. His main concern during this tense dexias that if the flawed manuscript were to be
published, “he would immediately be swamped by tjoies and demands for clarification from
would-be gap fixers.” Wiles wanted to avoid thipe of distraction, since it would "destroy his own
hopes of mending the proof while giving others Mitaes” (Singh, p. 267). As a result, he decitted
adopt another work strategy so that his seven ydatevotion to solving Fermat's Last Theorem
would not end in frustration and humiliation.

Wiles realized that it was necessary to “take sadglinto his confidence” — another
mathematician with whom he could exchange ideasaadhine other possible approaches. After
careful consideration, he decided to work withfbigner Ph.D. student, Richard Taylor, a lecturer
from Cambridge University. With Taylor, his aim sveb explore the root of the problem and “try to
find a way out” (Singh, p. 269). The collaboratiesearch effort continued, but it was Wiles alone
who finally gained the insight needed to repairdgbp:

| was sitting at my desk... examining the Kolyvagila¢h method. It wasn’t that

| believed | could make it work, but | thought tlzdtieast | could explain why it

didn’'t work. | thought I was clutching at stravimit | wanted to reassure myself.

Suddenly, totally unexpectedly, | had this incréglitevelation. | realized that,

although the Kolyvagin-Flach method wasn’t workoampletely it was all | needed
to make my original lwasawa theory work..” (p. 275)



Wiles and Taylor thus proceeded to work togetheviite a second paper based on the gap-filling
proof so that Wiles’ original manuscript could ast be declared a complete and indisputable solutio
to Fermat's Last Theorem.

Andrew Wiles is now famous worldwide for his mattaival achievement and although his
story is unique, it highlights three of the mospumtant themes of mathematics education and
researchprofessional socialization, intellectual "bridgeiltling” and community ties

Mathematics education is rooted in a procegzofessional socializatianA mathematician
in training participates in this process by workimigh a mentor. The mentor's role is to assighkis
trainee with acquiring the specialized knowleddd|ss attitudes, values and norms needed to
successfully become a professional. In Wiles’ caise possible that he might not have become an
expert on elliptic curves without the professiosigport and guidance of his own mentor, Professor
John Coates.

Coates recalls that “even as a research studedt@anWiles] had very deep ideas and it was
always clear that he was a mathematician who wdalgreat things” (p. 161). Yet despite Wiles’
giftedness, “there was no question of any resestanting work directly on Fermat’s Last Theorem.

It was too difficult even for a thoroughly expermed mathematician” (p. 161). Wiles himself was
also aware of the impracticalities associated wibhking on the Last Theorem; therefore he set aside
his dream for awhile and placed his trust in Cqatém® gently pushed him towards a “fruitful”
research direction (p. 163).

In time, Wiles' expertise in the subject of eilipturves made it possible for him to embrace
the challenge oihtellectual constructiormr “bridge building” According to Singh, “the value of
mathematical bridges is enormous. They enable agmities of mathematicians who have been
living on separate islands...to explore each othmgations” (p. 191).

When Wiles’ began to work towards a solution tonk&t's Last Theorem, he relied on past
results in number theory. The most significantultewas the Taniyama-Shimura conjecture because
it had made an aesthetic connection between twdqusly disconnected “islands” in mathematics:

4



the elliptic world and the modular world (p. 19®arry Mazur equates its power to that of the
Rosetta Stone: “It's as if you know one language this Rosetta stone is going to give you an
intense understanding of the other language. ©hgcture has the very pleasant feature that simple
intuitions in the modular world translate into deérgths in the elliptic world, and conversely” (§im
p.191).

For 30 years, mathematicians remained hopefuiftiaad when the Taniyama-Shimura
conjecture could be proven there would be the dgveént of “a whole new architecture of
mathematics” (p. 194). Finally in 1986, Ken Ribe&tde a significant breakthrough that demonstrated
the inextricable link between the Taniyama-Shinmeoajecture and Fermat's Last Theorem. This
link is described by Singh in terms of a “proofdpntradiction” strategy:

To prove that the Last Theorem is true, matherfiaaiicwould begin by assuming

it to be false, which would imply that the Taniya®himura conjecture was false.

However, if Taniyama-Shimura could be proven tthen this would be

incompatible with Fermat’s Last Theorem being faésed therefore the Last

Theorem would have to be true (p. 202).

Wiles received the news of Ribet’s breakthroughrgua summer evening visit at a friend's
house. The information was related to him throagiasual conversation and it was a moment that
Wiles recalled in terms of feeling “electrifiedMe knew almost immediately that if he was going to
prove Fermat's Last Theorem, all he had to do ¥iss$ to prove the Taniyama-Shimura conjecture
(p. 205).

Although Wiles' approach to problem solving wagiédy unprecedented, the basic elements
of his work can still be compared to the every dayk of others in his profession. A mathematician
typically spends time learning about the ideasrasdarch techniques developed by other colleagues.
Part of this research process involves recognittiegmportance of certain problems or problem
areas. With a significant problem in mind, the mematician will focus on combining his area of

expertise with the results of others to developething new. Sometimes the end result is a “bridge

building” proof and at other times it is not. Neteless, the importance of the proof rests upen th



selection of @yoodproblem. As Wiles suggests, even if [the problemjot solved, it is likely to
have the effect of generating “interesting mathérsatlong the way" (p. 163).

Finally, the most important theme highlighted bylé#f story, is the theme obmmunity ties
In reference to Wiles, most mathematicians woulg@ghat not only is it rare for a scholar to save
300-year-old problem, but the routine of doing neathlatics is typically not as secretive. According
to Singh, “the mathematics department of any usiters least secretive of all. The community
prides itself in an open and free exchange of ideasafternoon breaks have evolved into daily
rituals during which concepts are shared and egglower tea or coffee” (pp. 3-4). Ribet
corroborates the view that mathematics reseanctaisly a social activity:

This is probably the only case | know where someasokked for such a long time

without divulging what he was doing... It's just uspedented.... In our community,

people have always shared their ideas. Mathemasiciame together at conferences,

they visit each other to give seminars, they semad to each other, they talk on the

telephone, they ask for insights they ask for fee#- mathematicians are always

in communication (p. 209).

Despite the social norm of his profession, Wilesiaged to avoid discussing his research ideas with
other colleagues. Remarkably, his reclusive antetige work style did not seem to affect his
community status. Wiles' colleagues at Princedsnyell as the mathematicians from the larger
community of number theorists were amenable tphizling hiatus. More importantly, they were
still willing to share information with him.

Singh notes that “after having been a recluselfopbst 5 years,” Wiles decided “that it was
time to get back into circulation in order to findt the latest mathematical gossip.” In the sumofier
1991 he attended a major conference on ellipti@ggus in Boston and found himself being
welcomed by his international colleagues. Theoth@&hematicians "were delighted to see [Wiles]
after such a long absence from the conferenceitsgirice they "were “unaware of what he had been

working on.” Wiles "was careful not to give awayyeclues” and he was fortunate because “they did

not suspect his ulterior motive when he asked tthentatest news” (p. 238).



In the end, Wiles’ secretive work efforts provedwworthwhile. His intellectual "bridge
building” grew from his community roots; hence #s\fitting that he chose to give his special lextur
during the number theory workshop at the Isaac Newtstitute in Cambridge. For Wiles,
Cambridge was considered to be “a wonderful pla@nhounce the proof — it [was his] old
hometown, and [he had] been a graduate studemrt’tfer244). Several of the mathematicians who
played an important role in his work, specificalghn Coates, Ken Ribet, Barry Mazur, and Nick
Katz were planning to attend the workshop and lekinat he could communicate with colleagues
he trusted. At different points in his careers#heame colleagues fostered his mathematical stsere
protected his secret research efforts and applahided/hen he presented his solution to Fermat's
Last Theorem.

In sum, Simon Singh's biography is more than juststtory of an academic hero because it
triumphs at de-mystifying the world of mathematigshighlighting what mathematicians do and how
it is that they work together to achieve a highemppse. Andrew Wiles possessed great problem-
solving abilities, yet because he was a memberpobfessional research community, the community
of Number Theorists, there is evidence that heccoat have succeeded in a state of total isolation.
His professional community needed to be involvedratial points and when his colleagues were
involved, they supported him as he moved towarddittal stages of his remarkable proof.

In the following chapters a new ‘story’ pfofessional socialization, intellectual constructi
andcommunity tiesn mathematics research will be told. This stiergot about one particular
mathematician, but a group of mathematicians béhgngp an international research community
known as the “European Singularities Network.’islabout an “invisible college” and part of it also
takes place at the Isaac Newton Institute, whicheheeputation for bringing together the most

eminent researchers in the world.



1.2 Research problem

The term “invisible college” appears often in saglof scientific communication; however,
its modern reference to amformal communication network of scholars (revived by Prit@63) has
not been reflected well in the research literatukecording to Lievrouw (1990), there is a lack of
real information about invisible colleges becawssarchers tend to focus on products of scholarship
(i.e., documents and citation data) and/or netvstnkctures rather than on the actual communication
processes of people who do scholarly work (e.gub@h 1985; Crane, 1972; Crawford, 1971;
Lingwood, 1969; Mullins, 1968).

For example, Crane (1972) examined the growth ofgpecialty literatures, one in
mathematics and one in sociology, and approacheidsbe of “informal communication” by
collecting survey data on co-authorship pattermstha exchange of preprints. Her survey questions
focused on gathering information abéatmal communication activities — activities that faciti¢ the
production of documents — and Lievrouw (1990) asghat the data should not have been construed
as examples ahformal behaviour (p. 63).

Lievrouw's (1990) criticism of Crane's (1972) stuhd other similar studies is that the term
invisible college is frequently misused or giveffatient meanings for different purposes; therefore
has become an “ambiguous” construct. In lighhds,tshe raises an important question: are insibl
collegesstructuresof scholarship (discernable and measurable frotsidelelements — i.e., published
documents) or are thespcial processesoted in informal communication behaviours, psaile
only to those who carry out these behaviours?&p. 6

To reconcile the structure versus process prollégurouw (1990) recommends the
following:

If the invisible college is to be an informal sdg&ienomenon then a revised

definition can be proposedin invisible college is a set of informal commuti@a

relations among scholars or researchers who shagpexific common interest or
goal (p. 66; original emphasis).



With this definition, there can be no assumptiaat tn invisible college is rooted in a prerequisite
formal institutional structure (p. 66).

Lievrouw's (1990) second recommendation is thatreiresearch concerned with the
invisible college should be based on a new sedsafeis. For example: How do individuals perceive
their interactions with others within, versus odésof, the invisible college? How do individual
scholars use invisible colleges as resources ffh#lll their information needs? (p. 67).

Her third recommendation is that ethnographic nashaf research, in addition to
bibliometrics should be used in studies of schglaoimmunication. Lievrouw (1990) concedes that
bibliometric analysis is an effective technique fiooducing “maps” of documents and that such maps
offer a “systematic glimpse of the communicatiotsdbat produced the documents in the first place”
(p. 68). On the other hand, if the goal is to uatéand underlying “informal” aspects of
communication (i.e., mentoring, collegiality, orlaboration) she insists then that qualitative
techniques of research, primarily participant obson and interviewing, have the potential to give
the researcher more “interpretive and heuristiaig@oover a study (p. 68).

For the most part, Lievrouw’s (1990) research oket@ns and recommendations are
valuable. She identifies an important problem,(tleestructure versusocial procesgroblem
concerning the invisible college) and advises neesis to design new studies that will help solve
this problem. Nevertheless, her propodefinition of the invisible college requires further
consideration. This definition sets the invisibtdlege apart from all other types of communication
systems; particularly those rooted in formal stoes, and my argument is that it may be too narrow.

Derek de Solla Price (1963; 1986) originally useelterm “invisible college” to denote an
informal communication network of scholarghte scholars from different research affiliates who
belong to an “in-group” of approximately 100 peopkccording to Price, the “people in such a
group claim to be reasonably in touch with everyelse” and have the power to confer power and
prestige on one another. With respect to how thegmembers stay in touch, he specified that they
“meet in select conferences (usually held in ragieasant places), they commute between one center
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and another, they circulate preprints and reptmtsach other, and they collaborate in research”
(1986, p. 119). Moreover, he stated that the mesntntribute fnaterially’ to research in a subject
area and that they not only do so “on a natioralestbut also on an international scale, including
“all other countries in which that specialty isostg” (1986, p. 119, emphasis added).

Price’s (1963; 1986) recognition of theaterialcontributions of invisible college members is
significant because itnplies that published documents are relevantedrthisible college
phenomenon, even if the production of these doctsriemot entirely its sole purpose. When the
participants of an invisible college network gemenaork for publication, and when an attempt is
made to trace the links between their publicatitimere is an opportunity to gain insight into their
shared research interests — interests that conthege'subject specialty.” As a result, the “seddj
specialty,” rooted in documented evidence, mayibwed as thatructuralcomponent of the
invisible college, whereas the invisible collegelf is the underlyingocialcomponent. Hagstrom's
(1970) understanding of the relationship betweenwo termsinvisible collegeandsubject
specialtyprovides further clarification:

the set of scientists in a discipline who engagegearch along similar lines can

be called the scientific specialty. It is reasdedb believe that scientists will

communicate most often and intensively with otliertheir specialties, exchanging

preprints with them [and] citing their work... Thdasesome evidence that “specialties”

are not “invisible colleges” — or tightly knit netwks of communication .. [yet] most

specialties in science are quite small -- smalugi so that they could be tightly knit

communication networks even if they are not sait {p. 91-92)

Given both Price’s (1963; 1986) and Hagstrom’s Qd®kplanations, it is clear then that an
invisible college can exist within a subject splkgjdbut a subject specialty is not necessarily an
invisible college. In effect, th&tructureversussocial procesgroblem also becomes clearer. There
may be a lack of real information about invisibtdleges, as Lievrouw (1990) suggests, because it is
easier for researchers to study the specialggracturalcomponent rather than the interpersonal or

socialcomponent. Most documents associated with a sufgecialty are readily available to

researchers and can easily be submitted to biblitcranalyses. But, even though it easy to access
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documents and create bibliometric “mappings” ofitltellectual structure of scholarship, it can be
problematic to assume that they reveal much abmdgnlyinginformal communication.

Conversely, if Lievrouw’s (1990) proposed definitiof the invisible college is adopted, with
its emphasis on thesét of informal communication relations among satwbr researchers, who
share a specific common interest or goalriother set of problems may arise. For instahcan be
difficult to determine who is participating in amvisible college network, if the shared goal thas h
cultivated interpersonal relationships within thatwork is not identified. In other words, it istn
efficient to examine how individual scholars make vf personal contacts to satisfy information
needs if there is no prior understanding of thellie¢tual basis for their needs in the first plateeir
subject specialty

In order to understand the true nature of the ibMdscollege, we must first recognize that it is
not a one-dimensional construct, but rathemdti-dimensionaphenomenon. Second, we need to
establish a clear definition that remains operlltofats multi-dimensional components. My
proposed definition is the following:

An invisible college is a set of interacting schislar scientists who share similar

research interests concerning a subject specvdiiy,often produce publications

relevant to this subject specialty and who commatei®oth formally and informally

with one another to work towards important goalthisubject, even though they

may belong to geographically distant researchiatitis.

With this new definition, researchers can evaltia¢etypes of contributions that bibliometric and
ethnographic modes of analysis can make to the stlidivisible colleges. Also, it opens up an
opportunity to superimpose sociometric data onidibétric data as a means for creating
“representations of a specialty based on citati@hies variants, co-authorship, colleagueship tédis
assessorship, mentorship;” factors that “wouldaoorate the [invisible college’s] spatial and
temporal dimensions” (Chubin, 1976, p. 455).

To gain new insight into the invisible college pberenon, | have chosen to focus on
Singularity Theory research in mathematicssidgularityis defined as “the strange but remarkable

point among anonymous non-singular points” (Trotnd&99, p. 866). Singularity Theory research
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is concerned with various types of singularitied how they arise in different branches of
mathematics and physics, including algebraic gegmeéynamical systems and string theory. There
are approximately 100 mathematicians worldwide ived in this subject specialty (European
Singularities Network, 2001).

This case study is based on the assumption thguRiity Theory is both aimtellectual
structureof communication and social proces®f information seeking and sharing. It is a spkci
type of research organization or “territory,” whican be mapped (i.e., bibliometrically traced) and

explored as a community with a social history atghme time.

1.3 Conceptual model for the research

The conceptual model for this research is derivenhfthe theoretical work of Rosenbaum
(1993, 1996). Rosenbaum was the first to develsipuaturationally informed value-added model
for the study of organizations. Originally hisrtstturational” approach was used to examine
information behaviour in a management organizatimmyever, its significance is that it can be
generalized to various types of organizationsuidiclg scientific organizations.

Rosenbaum’s model, illustrated in Figure 1.1, steoms a merging of Taylor's (1991)
value-added perspective of Information Use Envirenta (IUEs) with Gidden's (1984) theory of
structuration. When combined, the two theoreti@bkpectives create "duality of structure.” Duyalit
of structure is a more effective way of understagdhow the information behaviours [of social
actors] and social environments mutually and siamdbusly constitute each other” (Rosenbaum,
1993, p. 235). Specifically this means that indlidls who interact with one another in social
situations can be influenced by the structure efrthUE. At the same time, the IUE can also “be a
product or consequence of [how individuals engagsacial action and interaction” over time (p.

79).
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Figure 1.1. Rosenbaum's original model of a stmationally informed value-added approach to
organizations (Adapted from Rosenbaum, 1996, p).101

For this study concerning a scientific organizatimn"invisible college,” | have chosen to
include the key components of Rosenbaum's (199@gmbut introduce a few modifications. The
“structurational” and temporal aspects of Rosenbaunodel, as well as his conceptual
understanding of the dual naturesofcial interactionand thdUE are retained. In my model
however, thesocial actorsare specified as the vehicles fmcial interactionand the rules attributed
to thelUE are shifted to another component termedstiigect specialty The resulting new model
is shown in Figure 1.2. Three overlapping ovaleehzeen illustrated to highlight the
interrelationships between 1) thabject specialty 2) thesocial actor, and d) theUE (see Figure

1.2).
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(Physical, human and/or
technological resources)

SUBJECT SPECIALTY

(Disciplinary rules and
research problems)

(Organizational
structure)

Formal communication Informal communication
(bibliometric artifacts) (conversations, discussions etc.)
SOCIAL ACTORS

(Information producing
and sharing)
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Figure 1.2. Structurationally informed value-adaeadel for the study of scientific organizations.

The space that intersects thie, the subject specialtyand thesocial actorsproduces an
organizational structure termed tfi@)visible college An (in)visible collegemay or may not be
visible, depending on its association with a paltictype oflUE. SomdUE's are grounded by a
physical space, while others or not; thusithiE is basically “the set of elements that affectftoes
and use of information messages into, within, amdodany definable entity” (Taylor, 1986, p. 3J.
thelUE is established as a physical space, it has tlenfiatto fortify an(in)visible collegewith the
provision of human, physical and/or technologieslaurces. In addition to theE, thesubject
specialtyis important because it informs ttie)visible collegeof its disciplinary rules and research

problems. The scientific researchers who undeddtiaa disciplinary rules and interact with one
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another to solve research problems arestiwal actors Thesesocial actorsmake use of the
(in)visible collegeto support their information seeking and sharing,they may also reinforce or
“instantiate in action” (Rosenbaum,1996, p. 112)ih)visible collegethrough the contribution of

bibliographic artifacts, or evidence of scientdichievement for preservation.

1.4 Research assumptions and questions

In connection with this new structurationally-infoed value-added model of the (in)visible
college, there are four working assumptions:

1) Social actors who interact more frequently witie another in an (in)visible college
network are those who tend to share similar topjgroblem area interests within a subject specialty

2) The amount of time social actors spend togethdrtheir level of familiarity with each
other has some influence on who they choose toaicttavith for collaborative purposes.

3) By virtue of being aimformal communication network, an invisible college camatate
interaction among social actors, which in turn etwthe production of bibliometric artifacts.
However, even in the midst of this interaction thisrno guarantee that these artifacts will appear.

4) Resources made available to social actors bysigally manifested IUE have the power
to shape or influence their social activities, inuhe absence of this physical IUE the invisible
college may still exist and thrive.

To substantiate these four assumptions and guideasgrbased investigation of the

Singularity Theory community, the following resdaiguestions have also been developed:

! Note that my understanding of all elements thadtevan invisible college more or less “visible” €if§ from
Koku, Nazer and Wellman (2001). In their studytef Globenet scholarly network they define theibles
college” as a community based on “a shared viglanavailability of financial support, a formal sefion
process, defined boundaries, and mandatory grogtinge” (p. 1757).



=  What are the topics that comprise the intellecstraicture of Singularity Theory research?

= Who are the mathematicians that have made fornialdgraphic) contributions to this
subject and how are they intellectually relatedrie another?

= Can the formal cognitive aspects of an ACA of Slagty Theory help to uncover significant
information about underlying social relationships?

= Whatis the co-authorship structure of Singulafibgory research and how does it relate to
the intellectual structure of this subject?

=  What is the structure of collegiality in Singulgritheory research and how does this
structure relate to subject’s intellectual struetand co-authorship structure?

=  Whatis the role of the international mathemate&search institute as a specialized
information use environment?

=  What types of resources are made available to #Htbematicians who visit this research
environment?

= How do the visiting mathematicians make use ofrikétute environment for information
sharing, and what are their personal expectatindseaperiences?

= How can we measure the success of the institutiecgmaent in promoting the cross-
fertilization of research techniques and ideag¢ate diffusion of innovation in
mathematics?
With these questions in mind, the next chapterndgllv focus on the research literature

concerning scientific communication. Specific atien will be given to the invisible college

construct and research based on collaborative inag&ience.
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CHAPTER 2: REVIEW OF THE RESEARCH LITERATURE

2.1 Scientific communication

Communication is the essence of scientific knowdedigrk. Scientists communicate to
share ideas and information, to verify new discigeand detail their research findings so that
evidence of scientific knowledge is preserved fdufe reference. Communication, as Griffith
(1990) suggests, can be viewed as “the only geseratific behaviour,” since “other behaviours are
mostly specific and technical” (p. 31).

As a general form of behaviour, the process oindifie communication is multifaceted.
Scientists rely on differemhodesof communication (i.e., oral or written) for difent research
purposes and they also look for and share infoomatia different communicatiochannels Formal
channels‘carry information which is public and remainsjrermanent’ storage,” whereamformal
channelscarry information to restricted audiences andtiésage is relatively temporary” (Garvey &
Griffith, 1968, p. 131). Moreover, scientists pepate in different types afommunication systers
systems that coincide, place more or less emphas$tgmal andinformal information channels, and
fall under the influence of cultural, and politieald economic factors.

Paisley’s (1968) “systems approach” to scientificxenunication indicates that culture plays
a significant role because the scientistiftural systenis responsible for “awarding Nobel prizes,
emphasizing priority of discovery, establishingagrerivate foundations and supporting universities”
(p. 4). Political systemare influential because the “the need to know'Ciiersce is often motivated
by federal funding programs (p. 4). It is also coon for political factors to contribute to “persist
scientific nationalism” in many research fields danodometimes cause scientists to “largely ignore
foreign research” (p. 4). Scientific communicatisriurther affected by a broadegal/economic
system- “the system of patents, copyrights, industrédrecy, competitive research and development

— all profoundly affecting the flow of informatior{p. 6).



The scientist'snembership groypeference grougnvisible collegeformal organization
andwork teamare distinct communication systems that functisp@mary information sources and
are “especially relevant to information use” (p. #yhen a scientist is asked, “what do you do%igs)
is likely to name grofessional membership grauym a mathematician.” Adherence to this
membership group may not be strict (e.g., somerdhieal physicists also refer to themselves as
mathematicians); however, it will be the systent tlwantrols “the ‘official’ information channels of
the scientist’s field” (e.g., primary journals amdnograph series) (p. 5).

The scientist’s research identity is shaped furbyeaireference group*which includes other
scientists with similar specialization, similaritiag, excellence of work, or other characteristigs
5). Paisley (1968) explains that a reference gfoeed not be contained within a membership
group” given that certain specialties in sciencg.(dwuman information-processing) are drawn from
several membership groups (p. 5).

Theinvisible collegeor subsystem of the scientist&ference groups comprised of a smaller
number of international researchers and is desifpretdlirect access.” Although the scientist may
save papers and reprints from researchers belotmimig/her reference group,” (s)he is more likely
to arrange meetings, plan joint projects and ctvautvorks with participants of the saineisible
collegenetwork (p. 5).

Formal organizationsn science (e.g., universities, private reseamhpanies) are
communication systems that emphasize “roles, liiegssponsibility and products rather than people
themselves” (p. 6)Formal organization systenadso integrate scientists of different statuslkeat
the same location (p. 6).

Paisley (1968) notes that the scientisttark teamis the most important information system,
since it documents the history of its researchgmtsjand provides the scientist “with rich, non-
redundant information through conversation” (p. 8Jithin thework teamthe most subjective or
personal communication system thé scientist within his own heafp. 6). This system is aptly
described as the “system of motivation, of intellige and creativity, of cognitive structure, of
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perceived relevance of information inputs and wéésformation outputs. Ultimately, all other
systems support this one” (p. 6).

Finally, the process of scientific communicationuktbnot be complete without the
scientist'sformal information systemLibraries and other types of information centerg., online
journals; indexing databases; specialized resaastitutes) constitute this system, which has bezom
a “competing marketplace” for specialized inforroatservices (Paisley, 1968, p. 6).

To understand communication in science, studiesdas one or a combination of the above
information systems have been carried out by a mumbresearchers from both the fields of
sociology and library and information science.afgke selection of these studies, published in the
1960s and 70s have been reviewed by Menzel (18&8her and Herner (1967) Paisley (1968),
Allen (1969); Lipetz (1970), Crane (1971), Lin a@drvey (1972) and Crawford (1978). More
research has accrued throughout the 1980s and,1@80since 2000 there has been a growing
interest in the role that electronic media playsdientific work, including the social forces inesue
that are shaping the adoption of technologicalwations (e.g., Hurd, 2000; Kling & McKim, 2000).
Clearly the literature concerning scientific comrimation is expansive. The scope of this review wil
take thenvisible collegeas its main focus, including a sub-section of isfsitelevant to thecientist
as a social actoandcollaborative work in scienceReferences to research concernitg “scientist
within his own hedl scientific work teamsandinformation use environmengédso appear in
different parts of this thesis. Essentially, ithiginvisible collegditerature and the gap associated
with this literature that is of primary intereshee this aim of this study is to identify this gapd

demonstrate how it may be filled.



2.2 The scientist as a social actor

Research concerning the scientisithin his/her own heddypically focuses on material
information resources and the cognitive-behaviowak processes carried out by the scientist in
their everyday work environments (e.g., Brown, 1,9898en, 1974; Ellis & Haugan, 1997; Hart,
1997). Much of this research is survey-based @nmhain advantage is that it allows researchers to
compare and contrast the information needs andaidasgye groups of scientists. With the insights
gained from survey research, information profesa®are in a better position to assess the
effectiveness of current information services, arake efforts to introduce improvements or create
alternative types of services for changing neesisloser look at the information seeking literature
reveals however, that the scientists do not ope@edy “within their heads since they are also
social actordo a large degree. Collegial contacts play a vitl in their everyday work; therefore
information seeking and use in science can be statst according to a social model.

Allen’s (1996) view of a social model is that “pé®pre always embedded in social
situations.” Within these situations “it is sonmagis difficult to distinguish clearly between indiual
influences and social influences on informationksggebehaviour” (p. 73). When looking at
information needs from a social perspective, theans that emphasis should be placed on the “social
embeddedness” of the need and the “social fadtatsnfluence how people approach their
information needs” (p. 73). According to Allen @3, “individual knowledge structures are derived
from experience,” and “experience necessarily acoufa] society” (p. 74). Likewise, people who
share information-based experiences typically msssinilar “knowledge structures” and “it is
precisely this social reality that makes commuicepossible” (p. 75).

Scientists rely on personal contact with colleagoesatisfy information needs relevant to
individual tasks and personal goals. At the same,tthey alsshareor exchangenformation with
colleagues, locally, nationally and internationadlg that others can benefit from their personal

knowledge. This sharing of information leadstanmunal knowledgeithin a specialized area of
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science and can lead to stages of innovation anwltlyr Crane (1972) refers to scientific growthaas
kind of “contagion” process in which ideas are smitted from person to person; hence the scientist
as a “social actor” plays an active role in allogvthe contagion effect to take place.

Specialized work teams and invisible college neksdn science are valuable contexts for
studying social information seeking and sharingorkteams are typically small (15 to 20 people),
localized social systems that provide the scieftith rich, non-redundant information through
conversation” (Paisley, 1968, p. 6). Past reseesalcerning scientific work teams reveals thateher
tends to be a close relationship between interpafsoformation seeking and research performance.
Specifically, the more contact that scientists haitk different colleagues in the laboratory sejtin
(e.g., 15 to 20 or more individuals) and the maretspent in communication (e.g., 15 hours per
week), the greater their experience is in termsigtfier levels of productivity (Pelz & Andrews,
1996). Moreover, work teams have been found teesptoblems more effectively as a result of
higher levels of interpersonal contact (Allen, 1977

The invisible college, by contrast, is a sociateyn that may overlap the work team to some
degree. It acts beyond the laboratory or depatiheatting and encourages a similar interpersonal
function, except that it allows the scientist to@ccess to a much broader resource of personal
contacts, often international in scope. An invisitollege also differs from the work team because
more financial support is required to help develog maintain interpersonal contacts that are
challenged by geography. Despite some differerimesever, the common element between the
work team and the invisible college is that “therenstrongly an individual identifies with each of
these social systems, the more accountable heedesls to the goals and norms of the system”

(Paisley, 1980, p. 136).
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2.3 Invisible college networks

The term “invisible college” was first used in seteenth century Europe when the
Royal Society of London was founded. Members i dlarly Royal Society of Scientists (many of
whom were mathematicians) did not belong to a foingitution; but referred to themselves as an
invisible college due to their geographic closeragsregular meetings based on shared scientific
interests (Bartle, 1995; Lievrouw, 1990; Lingwo&869; Price 1963).

Later, Price’s (1963; 1986) bibliometric resealghto the modern identification of invisible
colleges as groups of elite, mutually interacting @aroductive scientists from geographically distan
affiliates who exchange information to monitor pregs in their field. While his research focused on
measuring formal channels of communication, speadlff the growth of scientific literatures and
collaborative work as evidenced by multi-authoragers, he used the term “invisible college” to
emphasizénformal patterns of interpersonal contact among scientists.

In order to examine "the tangible results of séfientvork more deeply,” Price (1993; 1986)
emphasized the importance of learning “more abdmsbcial institutions of science and the
psychology of the scientist” (1986, p. 56). Thiestist’'s character, he said, is rooted in “theidas
difference that exists between creative efforhim $ciences and in the arts. The artist's credgion
intensely personal, whereas that of the scientistia recognition by his peers. The ivory tower of
the artist can be a one-man cell; that of the sistemust contain many apartments so that he may be
housed among his peers” (1986, p. 62).

Price’s (1986) understanding of the invisible cgdlevas that it emerged from new groups of
scientists; “groups composed of [a maximum] of t0leagues.” These groups, he explained:

devise mechanisms for day-to-day communicationer&is an elaborate apparatus

for sending out not merely reprints of publicatidmg preprints and pre-preprints of

work in progress and results about to be achieved.

In addition to the mailing of preprints, ways andans are being found for
physical juxtaposition of the members... For eaclugrthere exists a sort of

commuting circuit of institutions, research centarsd summer schools giving them
an opportunity to meet piecemeal, so that oventamial of a few years everybody
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who is anybody has worked with everybody else enghme category (pp. 74-76 ).

Following Price’s (1963; 1986) lead, the invisikbl@lege soon became an important concept
for analysis. A number of researchers during #e 1960s were interested in the general role of
informal communication in science (e.g., Garvey & Griffitt§68; Hagstrom, 1965; Menzel, 1968;
Mullins, 1968); however, the notion of an “orgamzsystem of informal interpersonal contacts
presented a significant problem. Crane’s (19680)@oncern was that it would be difficult to prove
the existence of invisible colleges, given thaéstists “have many contacts with other scientists i
their own research areas and in other fields; dteeéing, some lasting. If social organizationstxi
in a research area, it is of a highly elusive adtively unstructured variety” (1980, p. 10).

To test the invisible college hypothesis, or tiheai that “science grows as a result of the
diffusion of ideas that are transmitted in partigans of personal influence,” Crane (1972) focused
on measuring the social ties among scientists inregearch specialties: sociology (i.e., the diffas
of agricultural innovations) and mathematics (tlee, algebraic theory of finite grougs)A
preliminary analysis of the published literatur@34apers in sociology and 305 papers in
mathematics) revealed that the growth of both siitées in terms of cumulative numbers of new
authors and new publications had progressed thrthegfirst three stages of the logistic cutve.

Crane’s (1972) sample of authors (221 from sogipland 102 in mathematics) were mailed
a bibliographic list of their personal publicatimferences, along with an attached questionnaire
based on the references. In the questionnaingonelents were asked to give the names of scientists

who had influenced their selection of research lgrob and research techniques, to name persons

2 Since Price’s (1963) invisible college hypothegisw from the observations of fast-moving speaalth physics, Crane
(1972) decided to select a field from the soci@rswes, thinking that it would “grow more slowlydaless efficiently than
[a field from] the natural sciences” (p. 15). Thathrematics field was then added to the study forparative purposes.
Crane (1972) noted that “in this case, an effod wade to select an area from a discipline in wihiehcharacter of
research is very different” (p. 16).

% Crane (1972) adopted Price’s (1966) theory thexgtiowth of science follows a logistic curve analtime exponential
accumulation of the literature is the direct resfiinterpersonal interaction among scientists.



with whom they discussed research related to the, @nd to list the names of researchers with whom
they were currently collaborating.

The results of the survey revealed that interadtiad occurred between the two research
specialty members and that the members’ knowleflga@another had in fact led to mutual
influence and communication. Seventy percent eftlembers of the mathematics specialty were
linked to one another in one large communicatidmvaek, and 43 percent of the members of the
rural sociology specialty also shared the sameatipk Two sociograms (communication networks)
were constructed for the separate specialties basé#utk information given by respondents
concerning the identities of persons with whom tlisgussed their ongoing research informally.
Sixty-six percent of the mathematicians were fotmbe members of a single “informal discussion”
network and 73 percent of the members of the saeiblogy area were also linked to this type of
network. When other types of ties, such as infheemn the selection of research problems, student-
teacher relationships, published collaborationsviecluded in the sociometric measure, the
percentage of connectedness increased to 78 irematfts and 74 in sociology.

Further examination of the survey data indicated there was a strong correlation between
productivity and the individual scientists’ presentnmitment to their research specialty. Crane
(1972) also discovered that the most productive bemof both specialties tended to have more
relationships with many of the other research gitgcmembers. As both the sociology and
mathematics areas grew, the highly productive sistsmlayed major roles in the direction of theses
and seemed to be the most important sources akimée upon the selection of problems.

What interested Crane (1972) was that even thdugisdciologists and mathematicians
reported names of personal contacts within thedcigiities, many of them were just as likely to have
contacts with scientists who had not publishedh@irtspecialties. Fifty-one percent of the rural
sociologists’ contact choices, based on all tygesociometric ties (except for published
collaborations), pointed to outsiders. In the reathtics area, 72 percent of the respondents reporte
the names of persons within the specialty, whilp@&ent reported the names of outsiders.
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At first, Crane (1969; 1972; 1980) thought that signvey statistics, especially from the
sociology specialty, were providing evidence d¢diek of social organization. However, after she
examined the data more thoroughly, she found tteattajority of the outsiders named by the rural
sociologists were selected only once (84%) andahatry small number (3%) were named more than
five times. The same was true for the mathematticia that the majority of outsiders were only
mentioned once. Accordingly the type of socialamigation detected in both specialties could best
be described in terms of a “social circle” (19801 p).

Inside a “social circle,” direct and indirect tiesist between many of the scientists, but not
necessarily all of them. A social circle tend$®&o*not well instituted,” but can become visiblesov
time through publication patterns when a grouprofipctive scientists are drawn together for a
period of intense research on a topic (Crane, 1R80ushin, 1966). Crane (1969; 1972; 1980)
noticed that the members of the sociology and nmadties specialties possessed a great deal of
influence on one another within their respectivecial circles.” Still, they needed to keep in tbuc
with outsiders for a variety of reasons; the mogiartant being to prevent psychological over-
investment in one subject area and to achieve auneaf originality in problem solving.

Crane’s (1972) monographvisible Collegesvas published shortly before Grannovetter
(1973) introduced the “weak ties” theory; howevbere are some parallels between this theory and
Crane’s view of how the “social circle” operatesgience. The need for scientists in specialty
groups to contact other scientists outside theinédiate social circle demonstrates to some extent
that “weak ties [are] indispensable to individugl&ranovetter, 1973, p. 1971). According to
Grannovetter, “those to whom we are weakly tiednaoee likely to move in circles different from
our own and will thus have access to informatidfedent from that which we receive (p. 1371). It
follows then, that when scientists make use of ‘ktges” with other scientists or pursue “different”
information from outsiders, they are more apt toiltbbridges between cognate specialty areas”

(Cronin, 1982, p. 227). Crane (1970) also ackndgdel previously that “the most productive



scientists in [a] core area have ties with the rpostiuctive scientists in other areas, thus prodpci
the cross-fertilization of ideas which is requifedinnovation” (p. 39).

Research carried out by Crawford (1971) and Ga@di®#69) during the late 1960s and early
70s produced findings similar to that of Crane @2872; 1980). Crawford’s (1971) sociometric
analysis of informal communication among sleep émeam research specialists revealed the
presence of a dominant social network (73%) ofvadtientists. At the core of this network was a
group of 33 “central scientists” who were the réamps of the most contact and who had
distinguished themselves from other members of#teork by their greater productivity. These
central scientists also accounted for 83 percenbofacts between the various sleep and dream
research centers across the United States. Like@®iaston (1969), using a sample of high-energy
physicists from across the United Kingdom, fourat tihhe most productive and highly recognized
scientists (including experimentalists and theoratis) were connected to more members within the
specialty area, both by their own choice and thinaihg choice of others.

Crawford’'s (1971) research in particular suppo@edne’s (1969; 1972; 1980) discovery that
even in the midst of social organization withinp@aalty, contacts with scientists on the outstile s
tend to play an essential role in scientific probkolving. When Crawford (1971) asked the sleep
and dream researchers to name the persons thephtatted more than three times during the past
year concerning their work, 58 percent of the tpakons named were from the same specialty,
while 42 percent were scientists from other spgegl

Contrary to Crane’s (1969; 1972; 1980) findingsgarch has demonstrated further that a
lack of communication among individuals in a scientfffiecialty can slow publication growth, and in
some cases, cause the specialty itself to disappearexample, Fisher's (1966; 1967) socio-history
of “The Last Invariant Theorists” revealed how enathematics specialty in the early 1900s
eventually disappeared because the mathematicianswere contributing to this field had been

working in isolation from one another across G&sétain, North America and Germany.
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Fisher (1966) collected and analyzed a cumulativaber of publications (N=1,342)
associated with Invariant Theory (1887 to 1941) alnskrved a growth pattern based on a linear
distribution instead of the exponential distribuatiypical of other thriving specialties (cited imaDe,
1972, p. 178). Following a socio-historical inugation of this specialty, he found evidence to
attribute this growth pattern to three key variabt¢he generaénvironmentn which the
mathematics [was] done, the specialistanmitmento the theory, their relationship to their student
and theplacesin which they worked (Fisher, 1967, p. 218).

In Great Britain, there were almost no “schoolthafught” across the country and all the
major contributors to the field had died before @9teaving no effective invariant-theoretical
progeny” (p. 231). The Americans, on the otherch&aired much better than the British, in that the
research conditions did in fact encourage the deveént of “schools.” A certain number of
American students were trained by specialty leaderisthe schools never did become established
because the students either “left mathematicsamn became isolated because the institutional
structure was not sufficiently built up to providem with encouraging places to work” (p. 235).

In Germany, Fisher discovered that the patterragfidation among the mathematicians
differed markedly in comparison to those in Britaimd America. The research situation in this
country was such that it did in fact allow for tgtablishment of schools of thought. Also, many of
the students who were directly introduced to iraatrtheory by their German instructors went on to
teach in universities or technical schools. Butrémsons not entirely known, perhaps due to their
personalities or because of the environment in wttiey were placed, these mathematicians “did not
transmit the theory to a succeeding generation288).

Among all the mathematicians studied by Fisher {)9@ery few were found to be
“completely occupied” with the study of invariahebry. “As is typical of the profession,” he ngtes
“they all moved from topic to topic so that mostteése who worked on the theory had only marginal

commitment to it” (p. 243). Those mathematiciatmwere deeply committed to the specialty area



somehow managed to transmit their commitment tio tedents, but these students then became the
last surviving Invariant Theory practitioners.

Certain modern algebraists of the 1920s were caedithat “Invariant Theory had died
when Hilbert solved its central problems in 1983%fwever, Fisher’s historical analysis revealed
otherwise (p. 243). A few men did continue to igalte the theory well into the 1920s. These
mathematicians who continued to work on certaibfgmms often did so in connection with other
subjects, and because they were not associatednwihiant Theory as a distinct specialty, they did
not refer to themselves as Invariant TheoristseyTdiso did not seem to have any connection with
the older Invariant Theorists and were treatingntée problems “in a completely different manner
using new settings and different techniques” (@)24

In comparison to Crane’s research approach, Fskeg67) study of the invisible college
gives the impression of being more thorough becatifee time and attention given to the subject
content of Invariant Theory and the personal hisgoof the men identified as the “Last Invariant
Theorists.” While Crane’s survey and social netnapproach did “enable [her] to test hypotheses
about social connectedness, recruitment, and cormeation in two fields,” her work was criticized
because it “presented almost nothing about th#ééntaal content or the personalities working in
diffusion theory or finite groups (Hagstrom, 19p3382). Perhaps Crane (1972) could have
uncovered more details concerning her subject anedishe personalities of the research specialists;
however one can understand that it would have tifcult due to the fact that the invisible colleg
by virtue of its “invisible” nature, is a complex@nomenon to study. Even with today’s advanced
communication technologies, there are still obvicuallenges associated with gaining first-hand
insight into the work habits and social patternaaddemic personalities who are dispersed across a
nation or in many cases worldwide.

Among the most recent invisible college studiesytduw, Rogers, Lowe and Nadel (1987),
Sandstrom (1998) and Tuire and Erno (2001) demeatestinat triangulation, or “the comparison of
several types of data gathered about a singlelggé®omenon” can be useful as a research strategy
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(Lievrouw et al, 1987, p. 244). Triangulation terid be “resource intensive” in that it requires an
enormous amount of support, both in terms of fiferend human capital to do adequately. The
results produced through this method can be camduesnd difficult to reconcile, but the key
advantage in using triangulated data, though samesti'‘messy,” is that it can “reflect the actual
‘messiness’ that is typical of most social netwdikigvriouw et al, 1987, pp. 244-245).

Lievrouw et al (1987) examined a single social reeknor “invisible college” of biomedical
scientists from the United States, specializinfypin metabolism research. Data were collectedhfro
a) a co-word analysis of grants awarded to bionsdicientists by the National Institutes of Health
(NIH); b) a factor analysis of the scientists’ respes on a sociometric roster instrument; c) a co-
citation analysis of their publications and c) dfagive analyses of interview and questionnaire
responses.

Once analyzed, the data revealed that the lipidbodism scientists who had been awarded
grants tended to appear prominently in the resdaechture, and that many of the principal grant
holders across the United States also exhibitemttain degree of professional affiliation and
interaction as co-workers. Of interest to Lievroetal. (1987) was that their findings relatedeacl
“distinction between the communication structumesacial network among scientists, and the actual
content of [their work]” (p. 245). The social netsk cluster of the lipid metabolism scientists
verified the presence of close links among thensisies based on mentoring relationships, co-
authoring relationships and communication pattedisthe same time, an examination of the same
scientists’ published work revealed that there wareumber of differenlinesof specialized
research, going on somewhat independently of onthari’ (p. 245, original emphasis). Two
obvious sub-specialties were detected in the @iigit clusters, but Lievrouw et al. (1987)
discovered that these sub-specialties were natrimpetition with one another intellectually because
the topics were closely related and complement&gmpetition did however seem to be a prominent

with respect to the need for financial, human, elirdcal resources. The research team concluded



that the tightly-woven social network of lipid mbetdism scientists most likely developed as a result
of a need to share in this limited resource poo2{b).

Sandstrom’s (1998) work concerning an invisibldezpd in human behavioural ecology, also
based on the combined use of bibliometric, questior, and interview data, led to the development
of an “optimal foraging model” for understandingiecholars seek and use information while
creating new knowledgk The optimal foraging model explores why it isttirHormation seekers
choose to exploit certain information resourcedeviginoring others or why they choose to shift
attention away from one line of inquiry in favorarfiother (Sandstrom, 1994, p. 414). The model's
key elements of investigation include: a) #wtor, or person responsible for “choos[ing] among
[information] alternatives, b) theurrencyby which the actor measures costs and beneftteesk
alternatives, c) the set obnstraintsbeyond the actor’s control that limit his or hehlviour, and d)
thestrategyset specifying the actor’s range of availableampgi(Smith, 1983; cited in Sandstrom,
1994, p. 416, original emphasis)

To create a “topography” or bibliometric mappingloé human behavioral ecology specialty
(1988-1995), Sandstrom selected a sample of 6euthall major contributors to the specialty, but
from different fields (e.g., anthropology; biologysychology) — and correlated the authoesivres
(first-author bodies of work) in an author co-ditatanalysis. A structural examination of the
“map,” or two-dimension scatterplot of correlatedrer nodes was then carried out to determine the
“intellectual and style-of-work dimensions, thestlers of authors’ names and the boundaries between

them” (p. 324).

* The term optimal foraging originated in the etlyital studies of searching behaviour and prey sefeamong animals
and has been used in recent years by anthropaagitinalyze dietary choices, habitat usage, gsizgand settlement,
and time allocation among human hunter-gatheremsd§rom, 1994, p. 415).

® Author Co-citation Analysis (ACA) is a researchiteique originating from the co-citation studiesSofiall (1973), Small
& Griffith (1974) and developed more fully by WhigeGriffith (1982) and McCain (1986; 1990a). Detadoncerning the
use of this technique and related issues are gighlil in the methodology section of this dissenatiSandstrom’s (1998)
own definition of ACA is that by “depicting the #ltectual structure of scholarship, this set ohteques (involving
multidimensional scaling, cluster analysis and @pile components analysis) was developed to retréed analyze cited
author data from citation indexes published byltiséitute for Scientific Information” (p. 139).
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What Sandstrom found was a high connectivity ré8&%6) among the mapped authors,
which she interpreted as being “evidence of comesitd multiple cross-boundary associations
among the names selected” (p. 325). In additiadhitoremarkably high connectivity value, certain
other patterns were emphasized. Author nodesesedtabout the north end of the vertical axis
(style-of-work dimension) were identified from tfields of anthropology and psychology, whereas
the author nodes located at the south end of time s&is were identified as biologists and
primatologists. The horizontal axis of the mapgegfiectual dimension), provided further information
about the authors’ research interests, which fatoseeither the “genetic factors/reproductive
strategies or the “ecological factors /subsisteiaegies” of human behavioural ecology (p. 221).

Based on a cluster analysis of the co-cited audhta, Sandstrom identified 9 key author
groups associated with the following sub-topickevolutionary psychology) biological
evolutionary theory3) evolutionary culture theoryl) human behavioural ecology — reproductive
strategies5) primatology /ethology6) comparative evolutionary biology/archaeolod@y human
behavioural ecology — subsistence strategdg@behavioral ecologyand 9)evolutionary ecologyp.
221). Relative to each topic, the authors werssifi@d yet again according to “three center-
periphery zones: the contributors own cluster, iotoee clusters and omitted clusters” (p. 7).

Of interest to Sandstrom was the style in whichathhor nodes scattered around the
peripheral and core zones of her bibliometric méqerefore, a second qualitative research phase was
included to contribute to a more in-depth analyS&iestionnaire and interview data were collected
from a purposive sample of five key author infortsaall from the field of anthropology. The
informants’ initial role was to assist in validajithe overall structure of the map, to critique its
features and to offer advice pertaining to necgssarendments (e.g., the re-labeling of clusters;
adding and deleting the names of particular auji{pr204). With a specific line of questioning,
Sandstrom then looked more closely at how the apthogist informants “became aware of
(searched) and incorporated (handled) both thesvofkighly-clustered and peripheral authors, in
the hope of explaining the social origins of therencyfor information seeking and use” (p. 182).
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Evidence was found to confirm that the bibliome#itfacts as well as the authors’ invisible
college “identity” both relate strongly to infornia foraging behaviour. Sandstrom’s (1998) data
revealed that the anthropologist authors had rtgiteed] to maximize benefits and cut costs in
pursuing useful information, analogous to the weat human and animal foragers search for and
process food resources in unpredictable envirorshi@pt 7). Specifically, the reports she gathered
of her informants’ reading habits, browsing hahitsl other forms of deliberate solitary information
seeking were associated with the gathering of fyberial” resources, or “first time references,
previously unfamiliar to citing authors” (p. 8).yBontrast, resources attributed to the core zohes
the research field were all collected by her infants through alternative habits, mostly through
socially mediated activities (e.g., colleague regmndation and graduate training).

Overall, Sandstrom’s (1998) understanding of a teeperiphery model” was that the core-
scatter bibliometric distributions of authors wdescriptive of the “likelihood of encounter with
given pairs of authors in a given bibliometric goniment” (p. 8). She concluded that the “repeated
co-citation of the work of other authors is one hatsm whereby scholars create and maintain
boundaries that facilitate the rejection of irrelevinformation. Such boundaries constitute itesi
colleges” (p. 8).

Tuire and Erno’s (2001) study of an educationataesh community in Finland focused on
the invisible college construct, specifying an d@itention to both formal and informal aspects of
communication. This study, based solely on a $oeiaworking approach, included 104 participants:
professors from eight different universities acresgand. Data were collected by questionnaire and
citation counts to create three matricesirdormationmatrix (i.e., personal contacts through
meetings, calls, e-mail etc in one yeap#laborationmatrix (co-operational research under the
same funding, co-authorship or exchange of pajpemsoinments) and etation matrix (p. 500,
original emphasis).

Thecollaborationnetwork among the Finnish education scholars wasythin” (i.e. a low
density value of 0.04) and existed primarily witkliee university departments as opposed to between
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them. Thdnformationnetwork produced a slightly higher density valdel®), but demonstrated
once again a much greater flow of information iegde individual universities. With the structugyin
of thecitation matrix, the results clearly differed, showing moress-boundary relationships
between the universities. Only a few central s@enwere receiving the majority of citations, ghi
several other scientists were hardly cited at Ble scientists belonging to the center of theioita
network were not, however, central to the collaboranetwork. When Tuire and Erno examined the
citation and collaboration networks in unison, tii@ynd that educational research could be divided
into three invisible colleges: research on learniegearch on teaching and the sociology of
education.

In sum, most of the research concerning the inkgsibllege suggests that it is a fairly
organized, coherent social system for scientististiaat a certain degree of predictable behavionr ca
be found within this system. Invisible collegesrkide presence of loose communication networks,
but they also indicate the presence of high lese®mmunication or organization where a radical
conceptual re-organization is taking place withspacialty area (Griffith & Mullins, 1980).

Still, one of the main problems associated withitivésible college construct is that it can be
difficult to describe and has already been assigoednany definitions. Clusters of interacting
scientists with mutual research interests haveiguely been characterized as “the hierarchicat elit
resulting from an expectable inequality, and nunaieut the square root of the total population of
people in that area of research front” (Price, 197¥5). Some researchers claim that invisible
colleges are just simply “innovation cliques” (VBRossum, 1973) or “social circles” made up of
smaller, fragmented “schools” (Crane, 1972; 1988dlshin, 1966). Others believe that an invisible
college is a tightly meshed community - “it seldétésown society, then shuts the door” (Paisley,
1968, p. 6). A more modern view, expressed by @r(vO82) is that the invisible college is
disadvantaged as an informal communication syserause it is at risk of being unstable, short-
lived, expensive to maintain and resistant tonstinalization. In a similar vein, Mulkay, Gilkder
and Woolgar (1975) believe that invisible colleges “concentrations of research ties without clear
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boundaries ... amorphous social groupings ... in & sthtonstant flux, partly due to overlapping
personnel and to migration” (p. 190).

Despite these varied perspectives, there is soassueance that the invisible college “is
likely to remain a pivotal feature of the sciemtiiommunication system for the foreseeable future”
(Cronin, 1982. p. 232). According to Cronin, “adegas in communications technology, coupled with
the likely growth in interdisciplinary research gegt that the management and promotion of
invisible colleges throughout science could pravbé an area warranting careful thought and
investigation” (p. 232). So far research concagriire use of advanced technology reveals that the
“electronic worlds” of invisible college researcheloes not “diminish [their] desire to come togethe
to meet” (Brunn & Lear, 1999, p. 299). Particigaint Brunn and Lear’s survey of the Human
Dimensions of Global Change (HDGC) community weegfient users of e-mail, but still
acknowledged “the value of face-to-face meetingsnélly presenting ideas at conferences,

exchanging views with old and new colleagues, @kigld trips, and having fun” (p. 299).

2.4 Collaborative work in science

Scientists asocial actorsnot only communicate research findings and shdoemation
with work team members and members of their inlésiimllege network, “they also co-produce and
co-report research results and information to edlelr — in short they both communicate and
collaborate” (Melin & Persson, 1996, p. 363).

Collaborative work is a form of interpersonal bebav, which draws upon the personal
knowledge structure of the individual scientistt provides that scientist with a unique learning
experience situated in a co-operative contextolaborative project between two or more scientists
influences the perception of an information needniyimizing the private intellect of the individual
in favor of focusing on the social aspect of thedheResearch situations involving collaborative

work often result in the publication of a co-autttbpaper, though not necessarily in all cases.
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According to Katz and Martin (1997) “the idea ofalaboration is far from simple” because
it “can take many forms” (p. 2). These forms rafrgen the offering of insights and general advice
to the active participation of two or more researshn the production of a specific piece of work.
The role of the collaborating partner can varyeimts of making a substantial contribution to a
research project or a contribution that is minioraiaybe even negligible (p. 3). Moreover, a
collaborative partnership can include the pairihg teacher and pupil, supervisor and assistant,
researcher and consultant, colleague and colleagtiee pairing of research teams from different
organizations or nations in either an inter-orgatimal or international collaboration
(Subramanyam, 1983, p 34). Thus to fully undestae social dynamics of collaborative work,
Subramanyam suggests that consideration shoult/ee @ the complex nature of the human
interaction taking place as well as the likelihaddhe nature and magnitude of the collaboration
changing during the course of a research proje2t)(p

Laudel’'s (2001) qualitative-quantitative study atsthat “many variants of research
collaboration are not covered by co-authorshipgl mat the “bibliometric indicator ‘co-authorship’
is systematically biased against some collaboratigetices” (p. 369). In order to develop a ‘micro
theory’ of collaboration, Laudel interviewed 1031estific research group leaders and research group
members (including postdoctoral fellows and PhRishts) and analyzed the groups’ publication
data extracted from the Science Citation Indexe ahalysis of the qualitative data in particular le
to the discovery of 6 main types of collaborativerkv 1) collaboration involving the division of
labor (DOL), 2)service collaboratio{SER), 3) therovision of access to research equipment
(ARE), 4) thetransmission of know-hgwnd 5)mutual stimulatioMUS) and 6)trusted
assessorshiprRA) (pp. 374-375, original emphasis).

Collaboration involving aivision of labor(DOL) was identified by Laudel (2001) in terms
of a “shared research goal and a division of oredtibor between the collaborators” (p. 374). This
type occurred in situations where more than oneare group was needed to carry out both
theoretical-conceptual and experimental work. freenbers of the different research groups initiated
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the collaboration with the joint formulation of esearch problem. Distinct tasks were then carried
out by individual scientists, but communication waaintained by all workers to ensure that
collaboration “spanned all phases of the reseaaold’that “their activities were closely linked” (p.
374).

In aservice collaboratiof(SER), the research goal for the collaborativggatovas typically
set by “one of the collaborators alone” and it wads person who performed all the creative work,
while other collaborators took on the more “routinentributions. One example of this collaboration
was when the partner responsible for the creatid would not “learn the methods required to solve
the problem because the learning process woulddgme-consuming or because he or she lacked
the necessary knowledge to learn the method” ($).37

The weakest type of collaboration, definedtss provision of access to research equipment
(ARE), was present when at least one collaboraaa ‘willing to provide access to the necessary
research equipment in his or her laboratory” (pl)3#Vhile the “provisional” collaborator did not
play a role in carrying out any of the routine sasé work, he or she remained available to give “an
introduction to the equipment” and provided “ongpassistance” in the use of this equipment when
necessary. Laudel (2001) notes that “in cont@B&@L and SER the whole research process for this
form of collaboration, including the goals and &gkas “concentrated in one research group” (p.
374).

Thetransmission of know-ho(f KH), or fourth type of collaboration, was foundhen one
collaborator agreed to transmit “procedural knalgke’ (i.e., knowledge about features of a research
object or the application of methods etc.) to aaothsearcher. The researcher seeking out the
collaboration was typically the one who needecetor from this particular colleague in order “to
efficiently solve problems which suddenly occurieexperimental work” (p. 374).

The fifth type of collaboration, characterizednastual stimulation(MUS), was observed
when two or more scientists communicated in a way $timulated them to “think about unsolved
problems in their field, about possible new reseamojects, about the interpretation of older data
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etc.” (p. 375). The difference between this typeallaboration and all others was that it was
characterized by “a single research process adiijdt contain an exchange of clearly defined
contributions” (p. 375).

Finally, Laudel (2001) points tiousted assessorsh{RA) as a slightly different form of
collaboration; a form not having to do with knowdedproduction, but rather the process of
publishing results. Trusted assessorshimas a term originally used by Mullins (1973) amed
asserted by Laudel because it aptly describesteef friendly and accepting colleagues who
support the publication process by acting as rebeaitics (p. 375).

Although Laudel (2001) defines separately the #beknt collaboration types, she specifies
further that some of them “often accompanied edlbrd For example, in some situations where a
research group was givagcess to research equipm¢ARE) in another laboratorgervice
collaboration(SER) became important if the equipment involved womplicated (p. 375).

Kraut, Galegher and Egido (1988) have shown that mallaborative projects in science can
be viewed in terms of @ask-relationship-stagprocess. There are least three key stages that
collaborators go through from the moment a joifdrimation need is perceived to the presentation of
a final knowledge product. Figure 2.1 illustraspgcifically the different processes that can oetur
thetask levelndrelationship levebf theinitiation, executiorandpublic presentatiorstagesof a
research project (see Figure 2.1).

According to Kraut et al. (1988), a relationshipgvieeen collaborating scientists is established
when two or more researchers recognize that treegudatable work partners. This suitability tenals t
involve similar work styles and personalities, @andew that all the collaborating partners are $smar
enough and responsible enough to do a share @fdHe Institutional norms will also have an affect
on the establishment of collaborative relationshiisce some social systems more than others create
opportunities for collaborative work and often evequire “particular people to make contact with

particular others.” (p. 745). Although it is trtheat “people with interests in common are often



geographically clustered,” collaborators from diéfet geographic locations still manage to “get

connected” in other ways, such as through conferewtivities (pp. 745-747).

Relationship
Level

Task
Level

Finding a partner

Sharing background
assumptions

Supervising and Establishing division
sustaining progress of credit

Establishing division of
labor

Establishing trust

Generating ideas Sharing information Writing the manuscript
and planning
Coordinating
activities
Doing the work
Initiation Execution Public Presentation

Figure 2.1. Model of research collaboration (Seukraut, Galegher, & Egido, 1988, p. 263).

At thetask levebf theinitiation stage the blending of relationships and tasks begksut

et al. (1988) observed that collaborators engagauitiple face-to-face discussions over a long

period (i.e., weeks and sometimes months) to genetared ideas. These types of discussions are

typically informal and are usually considered td'thee most intellectually exciting and rewarding

aspect of collaborative work” (p. 749). The idesegration process may be spontaneous and can

include talking, arguing, interrupting and the gt of equations or drawing of sketches. Certain

technologies and physical locales support the exgihaf ideas, including offices, conference rooms,

paper, pencils, and blackboards. When enough aregfermulated to set a specific research plan,

further ideas are discussed concerning how thergsevill be executed (pp. 740-750).
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Theexecution stagef a collaborative project is rooted in the asstiompthat a general plan
about a topic and a work goal has been set byaleborative partners. Kraut et al. (1988) observed
that the collaborators who develop a solid work@ad remain committed to the joint project are
usually able to overcome practical barriers, detl periods of sloth, and maintain a congenial
personal relationship when faced with stressfuduritstances (p. 751).

At thetask levebf the project’s execution phase the primary camcare activity co-
ordination and the sharing of information. Accoglio Kraut et al. (1988), “information that would
have remained implicit throughout a solo researdfept must become explicit so that it can be
communicated to a research partner” (p. 752).rdieioto make the information sharing process
easier, collaborating researchers sometimes digigles among themselves and/or “encapsulate”
pieces of the project for presentation to otheugrmembers. Kraut and his colleagues describe
encapsulated work in terms of a “complete sub-wfitiork that is comprehensible to all group
members but does not contain detailed aspectedptbcess by which the sub-unit was produced”
(p. 753).

Therelationship leveht theexecution stagef a project requires collaborators to balance the
workload among all researchers and recognize tloaiatiof time and effort put forth by the project
contributors (p. 757). A feeling of trust is aigagportant to the collaborative relationship becairse
members of the work team must rely on each otlggrtsl sense, noble motives and potential to
influence the outcome of the joint work (p. 758

At the public presentation stagscientific collaboration typically ends with aconented or
published piece of work, but it may also includenfal and informal discussions of the work during a
seminar or group meeting (Kraut et al., 1988, 89)75cientists involved in collaborative
relationshipsrglationship levelmust decide how to publicize the results of atjpiroject, divide
credit among (or between) themselves for completad and control how outsiders view the each
collaborator’s relative contributions (p. 759). rtaé professional norms or rules will influence th
ordering of authorship on a published documenmmé&scientific groups adhere to a rule of making
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“authorship strictly alphabetical,” whereas othegups determine ordering of authorship on the basis
of who contributed the most original ideas, or weaoried out the most significant amount of work (p.
760).

Thetask-levebf thepublic presentatiorstage generally involves an intensive focus on the
writing process. Kraut et al. found that mostabdrators did not divide the writing task by
document section. Their study revealed that, ilalorative teams of two persons, it was more
common for one member to “assume responsibility¥figting a first draft” while the “second
collaborator took on the role of editor and reviéWp. 762). Communication during the
documentation stage tends to be limited and thatamitevas not found to affect the writing process.
Certain communication technologies, such as e-amailword processing software can make long
distance editing and revising efficient and inexges, and in many cases it was found to improve
face-to-face meetings (p. 763). Moreover, collabmns seemed to appreciate having someone else
help to improve the writing and help scrutinize tweumented work in order to develop their
arguments more clearly (p. 762).

Despite recent efforts to characterize the soctlne of collaborative work, less attention
has been given to the dynamics of human interactiod more on the measurement of co-authorship
patterns in the scientific literature (e.g., Hag8ah993; Kretchmer, 1997; Melin & Person, 1996;
Newman, 2000). Persistent is the assumption thattiple-authorship and collaboration are
synonymous” (Katz & Martin, 1997, p. 4). Givenghlissumption, Katz and Martin argue that “in
some instances, not all those named on a papezsgrensible for the work and should not share the
credit accorded to it” (p. 4).

On the other hand, a test of the research colléibarao-authorship connection has proven
that “there is hardly a tendency for collaboratiofe underrepresented when studying co-
authorships” (Melin & Persson, 1996, p. 365). bnaall-scale study on the subject, Melin and
Persson (1995) found that only 5% of authors hgerenced situations in which collaboration did
not result in co-authored papers. Relative tofihiding, the two researchers caution that whengisi
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co-authorship data to study collaboration, it stidaé taken as “as a rough indicator” and that other
complementary types of data should be gathered'®iseduce various kinds of uncertainties
involved” (p. 365).

The advantage in using bibliometric or co-authgrshita to study collaboration is that the
data collection process is fairly easy and carepéaated if other researchers have access tathe s
data set (Katz & Martin, 1997). Unlike other typdsiata collection methods, bibliometric measures
are relatively unobtrusive and can lead to the éxation of historical trends (Harsanyi, 1993).
Bibliometric measures also tend to be reliabldngndense that the co-authorship connection is “a
reasonable definition of scientific acquaintancestrpeople who have written a paper together will
know one another quite well” (Newman, 2000, p. Bkewise Edge (1979) confirms that “the most
obvious form of mutual influence among scientistagtive collaboration leading to a shared
authorship of research papers (p. 109). In otluedsy “co-authorship does reflect an active mutual
influence” (p. 121).

In the early 1960s, Price (1963; 1980) observebwigg trend of multi-author papers in the
physical sciences literature, with the average raerobco-authors increasing rapidly. Based on this
observation, he predicted that “by 1980 the siagiéhor paper [would] be extinct and that scholarly
publications would “move steadily toward an infind@f authors per paper” (1986; p. 79). One year
later, Clarke (1964) collected data concerning atht@rship in the biomedical sciences (1934-1969)
and proved that the average number of authorsggarpcalculated at 2.3, had remained steady
throughout a 35-year period. Price’s forecast agmed dramatic; however, studies concerning co-
authorship patterns continued and research nowsshwat his outlook on the future of collaborative
work was not too far from the truth. The numbecafauthored papers in both the sciences and
social sciences has in fact increased steadily timer(e.g., Beaver & Rosen, 1979a; Bird, 1997,
Cronin, 2001; Endersby, 1996; Grossman & lon, 19ipta, 1993; Pao, 1992; Wagner-Dopler,

2001). In the field of mathematics, for instar@epssman and lon (1995) reported that “over 90% of
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all the papers published during the 1940s werevibrlx of just one mathematician.” By the year
1995, “scarcely more than half of them [were fotmthe] solo works” (p. 129).

Some of the factors associated with the generaeg@se in multi-authored publications
include: the early movement toward the “professi@ation” of science (Beaver & Rosen, 1978;
1979b); research specialization and technical stipation, and the need for scientists’ to pooirthe
knowledge (Cronin, 2001); the proliferation of skelity meetings, electronic communication, and the
‘publish or perish’ pressure on faculty (Grossmatog&, 1995); and scientists’ need to increase their
visibility, gain recognition and establish higheeasures of formal productivity (Beaver & Rosen,
1979a; Pao, 1992).

Beaver and Rosen’s (1978) essay concerning thegsiohal origins of co-authorship relates
the term “professionalization” to “the dynamic ongaational process which led to a revolutionary re-
structuring of what had been a loose group of amnated full-time scientists into a scientific
community.” They note that “’professionalizatioedefined how science was done, who did it,
where it was done, who paid for it, what its prémtiers wanted, and how they became scientists” (p.
66). Moreover, ‘it continues to affect structuchhnges within the scientific community as well as
the community’s relationship with the outside sogie(p. 66). The authors explain also that:

professionalization can best be viewed as a progegh organizes a group of

individuals along a set of attributes — attributdéch are both inclusive and

exclusive. That is, professionalization definesthles, rights, and rites of access

to the group, what holds the members of the grogpther, and what sets them

apart from other individuals in the larger socieBurthermore, professionalization

structures the obligations and benefits of the gimembers, while defining their

relationships with outsiders (pp. 66-67).

The important relationship that professional sésthave with the outside society is the
“ability to lay claim to support and society’s atyilto provide it.” A continued reliance on the
outside society thus “implies a need to justifytssapport” (Beaver, & Rosen, 1978, p. 67).

Scientists are expected to convince outside contynamembers of the benefits of their work and

then fulfill a promise to deliver those benefitS8onsequently, within the scientific community there
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also a need for representatives — scientists whe reached the status of “acknowledged leaders” —
to act as liaisons to the larger society (p. 67).

Beaver and Rosen (1978) point to the establishofahie National Academy of Sciences
(1863, U.S.A)) as an example of how “the relatign&letween a professionalizing scientific
community and the outside society may, with indregasocial support, lead to increased
centralization of authority within the scientifiommunity” (p. 67). Recognition or the
acknowledgement that one was a “winner” was esaldntbne’s status within the U.S. National
Academy. Member scientists during this period weneeed of some type of mechanism for
achieving and sustaining higher levels of recognijtand that mechanism, according to Beaver and
Rosen, was collaboration. Collaboration “provid[adneans of demonstrating one’s ability to those
already in a position to ‘recognize’ others as vaslkeeping up one’s output from such a positipn” (
69). Throughout the seventeenth and eighteentiuries the “logical place to look for [origins of
collaboration] was in the new organs of commundsatireated in the scientific revolution: scientific
journals and their contents, that is, scientifipgra” (p. 72). Today, scientists still look to
professional recognition as a reason for partigigah collaborative work, but because collabomtiv
projects require a lot of time, recognition is tie#only motivating factor. Two additional factors,
namely disciplinary similarity and spatial proxignifactors of extrinsic value to the collaborative
process) have also been known to play a significaat

Qin, Lancaster and Allen (1997) recently determitied “most collaboration occurs among
scientists from the same department or disciplared that “vocabulary barriers grow larger” as
scientists from different disciplines try to wodgether. They found that within-disciplinary
collaboration is generally favorable because itiimizes the difficulties brought about by technical
jargons and hence increases the chances of sucaaasmunication” (p. 912).

Kretchmer’s (1997) study of an invisible collegévwark of physicists confirmed that “birds
of a feather flock together” — the co-authorshitigras that she observed were found to be singlar t
those patterns found in non-scientific populatigmss90). Kretchmer’s (1997) understanding of the
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“birds of a feather” phenomenon stems from a genkemry that “persons are guided more or less by
a deliberate search for persons and this searohiidy controlled by the similarity of characteigst

- a socio-psychological approach to collaboratioMoreover, “the type and degree of similarityaof
relation is substantially dependent upon the cdrites which this relation is embedded:” hence,
“characteristics of social relations [arise] prafdy from occasional patterns of social contacts” -
socio-structural approach to collaboratigp. 581, emphasis added).

In comparison, other research has shown that dirsaiy similarity and geographic
proximity are not always essential to the developtnoé a collaborative research project.
Collaborative work does occur from time to timevietn scientists from different research
disciplines (e.g., Crow, Levine & Nager, 1992; hheif, 1981; Qin, Lancaster & Allen, 1997), as does
intra-national and internationstientific collaboration (e.g., De Lange & GlanZ&97; Katz, 1994;
Glanzel & De Langel1997; Glanzel, 1995; Glanzel,i&hmu& Czerwon, 1999; Glanzel, 2001;
Luukonen, Tussen, Persson & Sivertsen, 1993).

One of the most comprehensive studies concerntegdisciplinary collaboration has shown
that “the levels and types of interdisciplinaritggecificallyscientist-scientist interaction, scientist-
information interaction, information-informationtgraction vary “with a general trend toward the
highest measures of interaction in biology andntieglical sciences (Qin et. al., 1997, original
emphasis§. With respect to international collaboration, Glalnand Schubert (2001) explain that it:

tends to be reflective of individual mobility oretiinterests of individual scientists

as well as the economic and/or political dependefieecountry or geopolitical region,

for instance, in different forms and degrees of-c@lonial ties; but international

collaboration can also be conditioned by largepacgl equipment such as CERN

in Switzerland, the observatories in Spain or Chileich are often shared in large

multinational projects, or is conditioned by biadla) factors, for instance, if a new
virus has to be studied in the environment whefiesit occurred (p. 200).

® A scientist-scientist interactigmccording to Qin et al. (1997) places emphasiherpersonal interactions that occur
between two or more interdisciplinary scientistsofentist-information interactionan be measured in terms of “the total
amount of information used or absorbed in a rebeargject and the discipline incorporated in a aesle project” (p. 913).
Sinceinformation-information interactiontend to be “subtle and intangible,” the researcBpexify that this form of
interdisciplinary collaboration may be measureddoking at how many different disciplines (i.e.,rasasured by the
journal cited) have been integrated into a newcsoaf information or knowledge (p. 913).
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In the absence of special economic and politidakrésts or biological factors, Katz (1994)
discovered, through an investigation of intra-nadicuniversity-university collaboration among
scientists in Canada, Australia and the United #org, that research cooperation decreases
exponentially with the distance separating theatxmlative partners. This means that geographical
proximity can influence collaboration choices ahere is evidence to suggest that situations
involving informal, face-to-face contact may beemsential ingredient (p. 40).

In fact, opportunities for face-to-face contactianportant. Among scientists at the same
university, research data has shown that pairecatéd in the same department were more likely to
work together (52% of 294 pairs) than those inedéht departments (7% of the 3, 984 pairs) (Kraut,
Egido & Galegher, 1990, p. 158). Kraut et al. rtbt there is the possibility that researcherssgho
offices are close together are more likely to slcaremon research interests (i.e., subspecialties
within a department often allocate offices on tamse floor or corridor). By holding constant
organizational proximity and research similaritye authors were able to prove that proximity or
collocation from a departmental perspective doe® laa independent effect on research
collaboration (p. 158).

As a whole, past research has been successfuhuatirg the reasons for and multiple
factors that contribute to the co-production andegorting of scientific knowledge. Studies
concerning collaborative work are likely to contingiven the new opportunities that scientists now
have to maintain contact with each other regulanlyne through e-mail and other advanced
communications technology. This study does naigamn the impact of such technology, but it is
still important to acknowledge the power of theemtt today and its ability to reduce communication
constraints associated with time and distance: Itttegnet should profoundly affect scholarly
relations because the scholarly life is rarelyngjlonely, or contemplative .... Scholars have a
message to get out to the world, or at least tio tieener of it.” (Koku, Nazer & Wellman, 2001, p.
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2.5 A new invisible college study

The purpose of this study is to examine a new ohae invisible college and gain more
insight into the structural and social aspecthefinvisible college’ phenomenon in science.slt i
designed to analyze the interrelationship betwierirttellectual identities of scientists, their co-
authorship patterns and general collaboration saditd their collegial connections to one anotker a
international conference participants. A new cqigal model has been proposed to fill the gap
identified in previous research. Certainly theisible college has been defined or discussed
extensively as a construct (e.g., Chubin, 1985n&r&a972; Cronin, 1982; Lievrouw, 1990; Price,
1963), but there has never been a study priorisdotiised on a specific framework for systematically
analyzing its multidimensional components. The ponents that | view as being most important to
the invisible college are the following: the sulbjspecialty, the social actors and the “Information
Use Environment” or IUE.

Since a myriad of difficult-to-trace activities ctake place within an invisible college
network (i.e., information sharing; collaborativerk), a wide range of research techniques will be
used to elucidate both its structural and socialpmnents. The main technigques are author co-
citation analysis, social network analysis, onete-interviews, participant observation and the
content analysis of public documents.

Author co-citation analysis has been used by a murobscholars to map the intellectual
structure of subject specialties in the scienaesiagsciences and humanities (e.g., Bayer, Smart &
McLaughlin, 1990; McCain, 1983; McCain, 1990b; Re&rRice, 1998; Sandstrom, 1998; White,
1983; White & Griffith, 1981b; White & McCain, 1998My research is the first to map co-cited
authors from a subject specialty in mathematicsaknas Singularity Theory.

Singularity Theory is the chosen specialty areabse it has experienced a significant period
of development throughout the past 60 years. Tant(@999) details the history of this specialty in

Le Dictionnaire d’Histoire et Philosophie des Saiea Mathematicians first began to study curves
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with singularities at the School of Alexandria imc&nt Greece; however, Singularity Theory as it is
known today is largely based on the major contiimgt of Milnor, Arnold, Hironaka, Thom and
Lojasiewicz during the 1960s and 1970s. The diaasion of Singularities was only just completed
as recently as 1979 (Isaac Newton Institute AnRegdort, 2001, p. 24). Also, Singularities research
has emerged recently as a distinct class codenatitlei 1991 and 2000 American Mathematical
Society Classification system. For exam@aigularities(32Sxx; 1991- noyvand theTheory of
singularities and catastrophe theofy8Kxx, 2000-now). Due to its presence within &S
Classification we know that it is a mature spegiditut it is still obviously young in comparison to
the main cognitive underpinnings of mathematicg.(€.4-XX — 1940-now — ALGEBRAIC
GEOMETRY) (shown in Appendix E). With respect e tinvisible college phenomenon however,
Singularity Theory is a more appropriate subjectfiaalysis. The broad cognitive areas are simply
too large in terms of the numbers of mathematicianslved and too ancient to be examined from a
socio-cogntive perspective. As a relatively smalt, mature subject then, Singularity Theory
possesses certain characteristics that suggest téen functioning as an invisible college. For
instance, a European Singularities network sitois posted on the World Wide Web and at this site
the names of mathematicians worldwide (approxingat@0) working in this specialty area are listed.
Links to preprints are posted and available for dloading, and there is also a list of past andréutu
Singularity Theory conferences, which are importevgnts for the mathematicians to meet
personally and share new research information {®ao Singularities Network, 2000).

With Singularity Theory as the chosen subject, shigly develops a unique overlapping
approach to analyzing bibliometric and social nelwdata to determine how the intellectual
identities of the mathematicians (as measuredthyians) reflect upon or is reflective of their &dc
relationships as co-authors and conference paatitip The different measures, when analyzed
together, can provide different types and levelmfafrmation concerning communication within the
invisible college and reinforce the value of ustaghor Co-citation (ACA) and social network maps
jointly as navigational tools when exploring ungert) “informal” work processes.
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This study also advances citation analysis asearel method by demonstrating how co-
cited author statistics and co-authorship stasistiay be used to evaluate specialized research
programs designed to foster international collatiameand the diffusion of innovation. Specialized
institute environments designed for mathematicsaesh have become important workspaces for
mathematicians since the latter part of th& @ntury, yet their role in fostering invisible legje
activity has not previously been examined.

Griffith (1990) suggests that, if the goal of stimdya science is to learn more about human
behaviour, communication must be examined as algmgicess because “communication is the only
general scientific behaviour” (p. 31). On the othand, a communication system is not complete
without its bibliographic representations, sincesth“are its principal artifacts” and preserve the
cognitive aspects of scientific achievement. lagieg with Griffith’s perspective, the significancé
this study is that it gives equal attention to bibidn bibliometric representations of mathematiat an
the social process of communication in mathematfidss equal representation is what White (1990)
refers to as the “aerial” view (cognitive map) dgcund level” view of the subject specialty or

invisible college.
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CHAPTER 3: RESEARCH METHODS

This case study of Singularity Theory research éth@matics is based on a quantitative-
gualitative mixed-methods research design. Citadi@mta, social network data and ethnographic data
collected during fieldwork at the Newton Institate analyzed to produce a complementary or
“triangulated” plan of analysis whereby “overlappiand different facets” of the invisible college
“may emerge like ‘peeling the layers of an oniofCreswell, 1994, p. 175). The assumptions,
practices and issues associated withtion analysis, social network analysisdethnography of
communicatiorare outlined in the following sections, includingianmary of why they are used
together in the same study. Although each apprtmdhta collection and analysis is distinct, their
use is based on the idea that any weaknessesatssogith one method may be compensated by the
strengths of another method (Jick, 1979). Andlfinéhis study is also not without certain
delimitations and limitations and these are noteddrify the scope of the research and potential

research-related shortcomings.

3.1 Citation analysis

A citation is a bibliometric artifact that refledts a certain degree past information use and
the influence that a cited document has on a gigsearch field. According to Edge (1979), citagion
may be viewed as “visible traces of past commuitinathe ‘paying of intellectual debts.” Patterns
developed in citations are therefore interpretepatterns of communication; groups of inter-citing
authors are held to influence each other withireative research network™ (p. 103).

Citation analysis in Library and Information Scient.IS) can be traced back to the work of
Small(e.g., Small, 1973; 1981; 1986; 1993; 1999; Smali&ne, 1979; Small & Greenlee, 1980;
Small & Griffith, 1974; Small & Koenig, 1977), Gé&fd (e.g., Garfield, 1972; 1975; 1977; 1979a,b;

1992; 1993; 1997a,b; 1998; Garfield & Welljams-Dip®92) and Griffith (e.g., Griffith, 1979;



1988; Griffith, Drott & Small, 1977; Griffith & Mdins, 1980; Griffith, Servi, Anker & Drott, 1979b;
White & Griffith, 1982). Small (1973) introducelde technique of document co-citation analysis and
used this technique with Griffith (Small & Griffitd974) to demonstrate how it can be used to map
the structure of scientific specialties. Garfi€l®77; 1998a,b) the founder of the Institute for
Scientific Information (ISI), createdurrent Content® and theScience Citation IndefSCl) and is
also credited for advancing “citationology” - thebry and practice of citation analysis. White and
Griffith (1981a,b; 1982) enhanced the practicemtitation analysis by using co-cited authors to
create visual maps of prominent authors in selestdject areas of scholarship. Co-citation anglysi
has subsequently been used by other researcheaaptoesearch specialties (Bayer, Smart &
McLaughlin, 1990; Ding, Chowdhury & Foo, 1999; Kark996; McCain, 1984; 1985; 1986a,b;
1990a,b; Perry & Rice, 1998; White & McCain, 1998)oreover, White’s (1986) and McCain’s
(1990a) articles concentrate on the technical dspé@uthor co-citation analysis, specifically the
retrieval of co-cited author data and the stai$ficocedures used to map co-cited authors in
“intellectual space.”

Citation analysis in general focuses on the refatigp between cited and citing documents.
The units of analyses that mark a relationship begited articles, books, journals, authors, retear
organizations or universities. Two of the most owmn techniques of citation analysis are
bibliometric couplingandco-citation analysis Bibliometric couplingdentifies a link between
documents that cite the same earlier documentso-titation analysisdocuments or authors are
said to be co-cited when they jointly appear inditation lists of one or more subsequently pulgigsh
documents (Small & Griffith, 1974; Smith, 1981)n Author co-citation analysis generates co-
citation pairs of authaveuvreqi.e., sets of documents by authors, rather thgiesarticles or
books) to determine authors’ perceived similaritthim a research field (White, 1990). The
association made between documentsilitiometric couplings intrinsic, whereaso-citation
analysisexamines links that are extrinsic — the links eswauthors or documents are dynamic and
valid only as long as they are co-cited (Garfiddin & Small, 1978).
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The main assumption behind citation analysis istthecitation is a measure of bibliographic
influence or impact; therefore citation counts barused to determine the most important authors,
publications, or research organizations. Reseesdiave questioned this assumption, including the
notion that all citations are essential; that thieg of a document implies its use by the citindgteor,
and that the cited document is related in contetté citing document (Chubin, 1980; Edge, 1977;
1979; Folly Hajtman, Nagy & Ruff, 1981 ; Kostoff, 98; MacRoberts & MacRoberts, 1989; Pierce,
1990; Prabha, 1985; Smith, 1981).

Edge (1977; 1979), a self-proclaimed “non co-aitait” specifically argued that citation
analysis is limited because it deals only with faftevels of scientific communication and omits
measures of influence or impact related to informaalants of communication. Yet in terms of
formal “intellectual” influences in research, theme known instances where an important publication
has not been included in a citation list. Cole @tk (1972) note that sometimes “a crucial
intellectual forebear to a paper is not cited” etlesugh “the omission is rarely due to direct nalic
on the part of the author” (p. 370). On the wh@ayfield (1980) claims that “the vast majority of
papers do properly cite the earlier literature”Zp7).

The problem of excessive self-citing among authass been explored (Tagliacozzo, 1977),
as well as the issue of all citations not beingatggome tend to be negative and some are positive
(Chubin & Moitra, 1975; Moravcsik & Murugesan, 197%5arfield and Welljams-Dorof (1992b)
state that citations in the hard sciences

generally tend to be positive, representing thenfdracknowledgement of prior

sources that contributed to the citing author'saesh. Of course, there are occasional

exceptions, such as the cold fusion controverstythmase are well known and obvious.

In the social sciences critical citations are marenmon. Thus, raw citation counts

may not be indicative of an author’s paper or pag@sitive impact in the social

sciences, and thmntextandcontentshould be examined (p. 325).

Lindsey (1980; 1982), Long and McGinnis (1982), $4anyi (1993) and Persson (2001) have

also considered the problem of first author citaistudies, which fail to allocate credit to se@yd

authors of multi-authored papers. Persson (2@Ently tested the difference between using first
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author citation counts verses all author citationnts in an author co-citation analysis of Inforimat
Science (1986-1996). A new search strategy wasloged for this study, and one obvious
difference in the resulting maps was the incluggalusion of author namésCertain names from

the first-author map “had to leave” and others vastded to the second all-author map because they
had gained more citation counts (p. 343). Sontbehewly included authors to the all-author map
went directly from zero to a substantial citati@muct. With respect to the overall structure of the
information science field, Persson admits, howethat there was no “dramatic change.” The sub-
field clusters in both maps were quite similaribliometrics at the bottom and information retrieva
and searching at the top” (p. 343).

Case and Higgins’ (2000) recent review of citati@maviour draws attention to one of the
most important topics in “citationology:” the reascand motivations of authors for citing other
authors. To address this topic, past researcfobased on the content and context of citations,
observations of citing behaviour and anecdotaleweé provided by citing authors (e.g., Chubin &
Moitra, 1975; Garfield, 1977; Lipetz, 1965; Rice&awford, 1993). Merton’s (1957) initial
observation was that authors cite other authoesfasm of social recognition, or to show
acknowledgement of new ideas. Citer self-intehastalso been considered a motivating factor. For
example, Ziman (1968) and Leopold (1973) both iatdichat authors cite the works of recognized
authority figures merely to persuade their audiesfdbe importance of their research and new claim
of knowledge. Garfield’s (1977) anecdotal studyduced a list of 15 reasons for citing, with the to
three listed as: 1) to pay homage to pioneersy gMe credit for related work; and 3) to identify
methods and equipment. Another survey developdsrbgks (1985) questioned authors’
motivations for citing and found that the “perswasgiess” factor was the most important reason, even

though the list of reasons seemed to vary amortgesifrom different disciplines. Shadish, Tolliver

" Persson (2001) built a search key based on af lisiurce items from th®ocial Sciences Citation Ind&DE editions
1986-1996 (e.g., AU — Leggate P; Dyer H) that ideld “the following subparts: first author’s lastmg publication year,
volume number and starting page” (p. 340).
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Gray and Gupta’s (1995) survey of citer motivajiwaoduced responses that were once again varied,
but the general conclusion was that highly-citd@tles were those authors thought of as exemplary
cases of research in their field. Case and Higi680) most recent survey in the field of
communications, indicates that authors cite mdsindbecause: 1) the work was novel, well-known
and a concept-marker; 2) citing the work might poterthe authority of one’s own work, and 3) the
work deserved criticism (p. 643). Although the temt-context analyses of citations can be valuable,
Case and Higgins (2000) are not convinced thatiaitdypologies are adequate enough to support a
theory of citer motivation. They recognize thatvéstigating the motivations for citations does
indeed pose epistemological and methodologicallpnot” therefore, “if the motivations of authors
are to be understood, then asking authors dirabtbut their motivations ... is a logical place to
approach the issue of citer motivation” (p. 636).

Despite some of the criticism directed towardsticitastudies, research has produced
evidence to suggest that citation analysis is i aald reliable research method (Barlup, 1969; &irg
1977, Garfield; 1997a,b; White; 1990). When Ba{ip69) asked authors in the field of medicine to
assess the degree of relatedness of citationgitovthrk, he found that 72% perceived the citatitins
be definitely related and only 5% were judged aselated. Virgo (1977) tested the hypothesis that
more important papers, on average, tend to be oite@ frequently in the published literature of
science and discovered that citation frequencyeaisa good indicator of the perceived importance
of a scientific journal article. Garfield (1979897a,b) and White (1990) have also been instrurhenta
in dispelling the myths associated with citatiomlggis. Both scholars argue that it is an objegtiv
unobtrusive method for visualizing the intellectatlicture of a research field, but acknowledgé tha
there are some limitations and caution researd¢beapply the method with care.

To advance the practice of citation analysis, Gr@¢hP94) indicates that a more flexible
theory is needed — one that focuses on the natdtier®d citations” (p. 537). With this kind of
theory, the perceived lack of similarity betweeirgaf cited and citing documents does not have to
be a problem if researchers consider “the notiantiirere are levels or gradations of citation” (p.
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538). Pichappan (1996) agrees with Cronin anddhitces a new classification scheme based on the
strength of cited paper — citing paper relevansgcording to this new schemembral-umbral
papers, classified as type one are high in relexaite type two relationship, labeleenumbral-
umbral presupposes “that part of the cited paper folmasbdy of the discussion ... of the cited
paper.” With thaumbral-penumbrapair, or type three relationship, there is a palitik. And
finally the type four pairing openumbral-penumbralapers are said to be low in relevance (p. 651).
Smith’s (1981) review recalls the time when citatidiad to be gathered from lists of
references in journal articles and manipulateddoydh Throughout the past three decades the
development of computerized indexes has improvedebearch situation and broadened the scope of
analysis. Today, the information scientist caniegt raw citation data from highly complex and
comprehensive electronic databases containingoméliof bibliographic references. The Institute for
Scientific Information (ISI) maintains several dadges that are useful for gathering citation data,
includingthe Arts & Humanities Citation Index; Biosciencdta@on Index; ChemSciences Citation
Index Index to Scientific and Technical ProceedingisdScience Citation Indefavailable at:
http://www.isinet.com/ products/products.html). Axpanded version &ciSearch{1974-present),
also produced by the Institute for Scientific Imfation (ISI), is available online through the
Dialog™ CorporationSciSearchs the multidisciplinary index to the literatureszience,
technology, biomedicine, and related disciplinesl iacludes all significant items from major
scientific and technical journals, for exampleicdes, reviews, meeting abstracts (available at:

http://library.Dialog.com/bluesheets/html/b1003mht

3.2 Social network analysis

Social network analysis involves the studyotial environmentsocial structureand social
actors Wasserman and Faust (1994) state thaddbil environmeritcan be expressed as patterns

or regularities in relationships among interactimgts.” Social structurds defined as “the presence

94



of regular patterns in relationship” between inttirg units (pp. 3-4). Although a frequently stedli
unit of interaction is theocial actor other interacting units may be utilized as sturtadtvariables in
a social network analysis. Haythornthwaite (19@6jcates that the network analyst can study the
interactivity of “organization charts, family treemchival records or publications ” (p. 424).

Moreno (1934), Bavelas (1948), Newcombe (1953)@adwright and Harary (1956) were
among the first researchers to carry out socialomt studies. Some of the key terms used in social
network analysis, such asciometryandsociogramoriginated from Moreno’s early research.
Bavelas, Cartwright and Harary (a mathematiciaaheéred the application of graph theory to group
behaviour (cited in Scott, 1992, p. 12). Freend®88; 2000) advanced the graphing techniques used
in the visualization of social networks, while atimetwork analysts focused on developing software
tools for analyzing and displaying network datg (eBorgatti, Everett & Freeman, 1992; Krackhardt,
Blythe & McGrath, 1995). As social network anadysivolved into a refined research approach,
various books and articles have been producedttimeits principal data collection and analysis
techniques, and promote a range of applicatiogs, (ereeman, White & Romney, 1989;
Haythornthwaite, 1996; Scott, 1992; Wasserman &Edi994; Wellman & Berkowitz 1997).

The underlying assumption of social network analisthat social interaction is both
recognizable and relevant to many topics in théasand behavioural sciences. For example, socio-
structural issues associated with obtaining ang@ikgea job, job satisfaction and getting ahead in
employment situations have been the focus of maoiaknetwork analysts (e.g., Burt, 1992;
Granovetter, 1974; Kilduff & Krackhardt, 1994; Lain & Leung, 1998; Wegener, 1991). Wellman
and Frank (2001) examined sources of social capifaersonal community networks and Moore
(1990) carried out a social network analysis ofthigue personal networks of men and women to
understand their structural determinants. In regears, the rapid advancement of computer-
mediated communication has prompted an interesigbef social network analysis to study the
structure of online communities or “computer-supedisocial networks” (e.g., Rice, 1994; Garton,
Haythornthwaite & Wellman, 1997). Much of the ras#h activity associated with social network
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analysis confirms that it is a distinct researcprapch based on a solid foundation of theories,
techniques and applications. Today, the Internatibletwork for Social Network Analysis,
established by Barry Wellman in 1976, continueadeance the multi-disciplinary features of social
network analysis and facilitate the research istsref a dynamic group of scholars.

To understand the structure of a social networik, iihportant to examine patterns of
relationships and relationship ties. The firstdlair “unit” of analysis is the content of a
relationship, or the type of resources (e.g., imition) shared or that have been shared, exchamged
delivered within the studied relationship. Anothaeit of analysis is the direction of the relatibips
Some relationships involve the direct flow of resmms from one person to another (e.g., a mentor
offering advice to a student), while others ar¢inlisly non-directional (e.g., scholars belonging t
the same research association). The strengthed@tonship is usually measured in terms of its
presence or absence and the quality or frequenicyedfiction between the relating units. Tie
strength extends the meaning of strength betwepeir af interacting units to the strength of
weakness of their tie relevant to all other reladltips in an entire group of interacting units
(Haythornthwaite, 1996, pp. 326-327).

Relationships in a social network can occur dgad atriad, asubgroupor group. A dyad
is the relationship that establishes a tie betvi@eractors. Atriad is a subset of three actors and the
possible tie or ties between two of the actorsnoorzg all three of the participating actors. A
subgroupfocuses on the subset of actors from a largerpyamd all ties among them. The most
important relationship model in a social networklgsis is thegroup. In one group there is a finite
set of actors that belong together because of etégrronceptual, theoretical or empirical boundary.
A group is examined in terms of the system of ¢istablished among all its members (Wasserman &
Faust, 1994, pp. 18-19).

Social networks can occur in the formemfocentrimetworks orwhole networks The
egocentric networkocuses on one individual actor, or "ego" andtibe that (s)he maintains with
others from a selected network. For example, reeeancerning the issue of "social support" has
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focused on the egocentric network to gain insigtd how personal relationships aid the health or
well being, occupational success, or informatioadseof an individual (e.g., Wellman & Wortley,
1990). By contrast, th@hole networks a term used to describe the ties that all mesntfean
environment maintain with each other in that samérenment. With thevhole network

perspective, the researcher can examine the ititeraof all members of a group or community who
engage in similar activities and to focus on thg flayers in resource provision (Haythornthwaite,
1996, pp. 328-329).

Wasserman and Faust (1994) also describe theatiffe between thene-mode networand
thetwo-mode networkA network "mode" is defined as "the number da$ & entities on which
structural variables are measured" (p. 35). Witdohe-mode networknly a single set of actors is
studied and viewed as representing a specific adimmeto one another. The set of actors can vary i
type in that the set may be people, subgroupsnagtons or "collectives" in the sense of a
community, state or nation. #wo-mode networkKliffers from the one-mode network in that it
examines the tie(s) between one set of actors moither second set of actors, or it may focus on one
set of actors and one set of events (p. 39). €bersl explanation oftavo-mode networls often
referred to as an affiliation network becauseiges when "one set of actors is measured with céspe
to attendance at or affiliation with, a set of etgenr activities" (p. 40).

The relational properties of a network and pos#igroperties of its interconnected actors
are examined in connection with the following fiménciples:cohesionstructural equivalence
prominencerange andbrokerage A group’s level otohesioris represented by the strength of the
socializing relationships among the networking merab Specific measures afhesionnamely
density and centralization, determine the extemttich all members interact with all other members
in the same group (Haythornthwaite, 1996, p. 3¥2).a network map @ociogram a cohesive or
highly interconnected subgroup can appear as atégluor "clique” (p. 332).

Structural equivalences the term used to identify actors in a netwoHowhare a similar
role (Haythornthwaite, 1996, p. 334). Two actpmefessors for example, may fill the same role with
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respect to members of the same network in thatdheynentors to the same, or to different, sets of
graduate students.

The power or degree of influence that an actorrietavork has on other actors is based on a
measure oprominence Often a social actorfsominencds assessed in terms of his or her degree of
centrality in a network. On a sociometric mappderepresenting the actor and many lines
emanating from the node connecting to other aatdes illustrates centrality. The central actor is
termed the network star. On the other hand, the mmey also include at least one isolate actor who
has no lines connecting to other actors in the adt\Haythornthwaite, 1996, p. 334).

Rangeis an additional concept referring to the collestof sources that an actor has access
to in a social network. One actarsgeis determined by the size of his or her netwdBenerally if
the actor's immediate network is large in sizeéhere is a bridging tie to another network, (s¥e i
said to have access to a wide range of social reseu The principle idea is that "the more network
an actor is connected to, the more [resourcesddta will have access to and the more [these
resources] will be of different kinds" (Haythornthite, 1996, p. 335).

The termbrokeragedenotes a measure of “betweenness,” or the etaavhich an actor
assumes a central position in a network as amiggiary. The actor with a brokerage role is not
usually directly connected to many actors in thsvoek; however, he or she retains control of the
resource sharing as a kind of "gatekeeper" (Hagthoraite, 1996, p. 335).

A variety of different data gathering techniques associated with social network analysis.
Wasserman and Faust (1994) specify the ugges$tionnairesinterviews observationsarchival
records andexperiments If the social actors selected for a study ampfe then thguestionnaire
can be a valuable tool for gathering informationwlwho informants like or respect, who they go to
for advice, or who they seek out for informatioraisocial network. Alsanterviews whether they
are face to face, or by telephone may be usedtteegthe same type of information where it is not
feasible to utilize a questionnair@bservatioris often part of a social network analysis adldtves
the researcher to focus in on small groups of peb., dyads, triads or subgroups) who are erdyage
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in face-to-face interaction. The benefit of obsdian is that it can be used with people who cannot
respond to questionnaires or interviewschival recordsare useful for the analysis of past
interactions (e.g., newspaper reports, court regqrdblished citations of one scholar by another).
Experimental datds obtained when the researcher opts to recorgaalyze interactions among

social actors in a controlled situation (e.g., @ugrproblem-solving experiment).

3.3 Ethnography of communication

Ethnography of communication has rarely been siged the Library and Information
Science (LIS) literature; however, there is evideticsuggest that ethnographic research in geiseral
becoming more important to the field. Julien’sq&Panalysis of the information needs and uses
literature (1990 to 1994) indicates that 4 percdmast studies have used ethnography to investigat
information-seeking behaviour. Specific researdmaples include Chatman’s (1990; 1992)
investigations into the information-seeking behaviof janitors and the information world of retired
women. Rice-Lively (1994) also used ethnographsttioly the actions and events of an online
learning community. Shultz’ (1996) ethnographeaarch focused on the use of medical jargon
between health professionals in a hospital setimymore recently, Solomon (1997a,b,c) named
ethnography of communication in a study of theireupatterns of communication and information
sense-making of employees in a work planning uét public agency.

Ethnography of communication, as a specific fornetbihography, focuses on
communicative situationsventsandactsand their underlying social meanings (Saville-Kegi
1989). Originally this research approach was @atdinguistic anthropology, where Dell Hymes
(1962; 1972) was the first to develop and use #tbrfography of speaking” to study the interaction
between language and social setting. Often inrdssarch tradition attention is directed to “wak/s

speaking:” however, Saville-Troike clarifies thaesific references to the “ethnography of speaking”



can cause terminological confusion when in factttethod “usually includes a much broader range
of communicative behavior than merely speech” . 2

The product of ethnography of communication isagly a thick description of ways in
which people use speech and other communicatiometsgto share resources or information within
their “culture” or “information culture.” Mellon1990) notes that “culture” in general may be
defined in terms of “shared knowledge: what peapke society learn that allows them to behave, and
to interpret other people’s behaviour, appropnét@d. 7). The term “information culture” theretor
refers to the shared knowledge structure and coreerme understanding of a group of people, who
determine appropriate information-seeking and diésation activities relative to their cultural
setting.

In ethnography of communicationcammunicative situatioprovides the context within
which communication occurs (Saville-Troike, 198R)e detailed types of activities that occur within
a communicative situation may be diverse, but #reegal ecological configuration of activities
usually remains consistent.c®mmunicative evelig the basic unit examined by the ethnographer for
descriptive purposes. The event may be definedrdirg to the purpose of the communication, the
general topic and the participants. Of additiomgdortance is the setting of the event (e.g., tufec
hall), the tone of the event (e.qg., serious andlacly) and rules for interaction (e.g., the speake
the only person who talks, until the lecture issived and there is a question and answer perial).
event terminates when there is a shift in the fadwtention or if there is a change in the nundfer
participants or in the participant’s relations wathe another. The boundary of a communicative
event may be recognized when there is a conspiquenizd of silence or change of position in the
body/bodies of the participant(s). Periods of aiigmuity, such as short interruptions to a
conversation may occur at some points of a commatimi event, but the ethnographer can continue
to examine the event if it resumes without a changeajor components. Aommunicative ads
based on one primary function of interaction (iereferential statement, a command or a request)
and may be verbal or non-verbal. A verbal reqt@snformation can take various forms (elgqg
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you know where | can find the Canadian Mathemaadiety directoryVhere is the Canadian
Mathematical Society directory@an you help me find the Canadian Mathematical &gci
directory?. In events categorized by non-verbal expressi@nethnographer might observe the
raising of eyebrows, a “questioning” facial expiessor a telling hand gesture. During
communicative events silence is even considerée @ communicative act if it is intentional.

The principal concerns of ethnography of commuidcedre thenature of the speech
communitypatterns and functions of communicatitimesocial structure of the speech community
thecategories of tallandroutines or rituals of speedtbaville-Troike, 1989). In the scholarly culture
of mathematics, for example, thature of a speech communigyreflected in the shared language
form that sets the boundary of a specialized afeasearch. To examine mathematicigretterns
and functions of communicatioib is necessary to focus on the expressive fanand directive
function of a communicative act. Communicativediions are related to the mathematicians'
research purposes and information needs. Each eravhthe research community will haveecial
identity (e.g. professor; graduate student; postdoctoltalfg therefore, it is also necessary to
examine how social identities define and constirgtierpersonal interaction and the flow of
information. Thecategories of tallspecific to the group under investigation mayude a “brain-
storming” session, a one-to-one conversation,forraal lecture. Shared knowledge is the factot tha
influences the development routines or ritualspafexh. The mathematicians’ in one specialty area
may have a distinct way of talking about mathensaticmanner that other researchers involved in the
subject can understand and take for granted (8alithike, 1989, pp. 2-48).

Saville-Troike (1989) believes that the contribataf ethnography of communication “to the
description and understanding of culturally congtitl patterns of communication will be limited if
its methods and findings are not integrated witifeotlescriptive and analytical approaches” (p. 10).
Ethnography of communication is therefore vieweth@igg holistic. This is particularly valuable to
LIS researchers because it means that it is flex@bbugh to characterize the established thedfries o
this field and disciplinary orientation towards ttalection of data. Since there is “no singletbes
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method” of collecting data, the choice of appragridata collection techniques depends on the
relationship between the ethnographer, the sclyalaskearch community and the situation in which
the fieldwork is conducted (Saville-Troike, 1989,147).

Fieldwork, which is common to all ethnographies;@npasses a repertoire of data collection
methods including document analysis, passive digyzant observation, and in-depth interviewing.
The analysis of written documents includes theafigmiblished books and articles, autobiographies,
diaries, e-mail messages, journals, letters andaremitten by subjects or about subjects in a
research investigation. In ethnographic resedreretare periods where the fieldworker may need to
immerse him/herself in selected documents “to ifletite dimensions or themes that seem
meaningful to the producers of each message” (B&98, p. 230). Certain message forms, for
example, research articles or monographs publisiiedscientific community could be used to learn
more about the subject interests of the scholadglzgir style of written communication about these
interests. Work setting memos, which may “consdiittly work-related information or other casual
communications” can help the researcher refle¢heritone and atmosphere of the work setting” and
the “research aspects of the workplace culturearkviolkways. Also, they may contain information
relevant to understanding the general organizatmmamunications network used in the setting, the
leadership hierarchy, various roles present irstténg, and other structural elements” (Berg, 1998
p. 215).

The ethnographer or field researcher as both passig participant observer usually gains
entry to the field setting as an outsider. Sar({@8y9) explains that the rationale for this positi®s
based on the assumption that one comes to undeéstamething by seeing it as an outsider” (p. 528).
Hammersley (1981) adds that “in order to be ablenerstand what [(s)he] sees and hears, the
researcher must learn the culture of those [(sfh&fludying” as though it were “anthropologically
strange” (p. 210). This learning process is es@gna process of discovery. The researcher shoul

discover what is happening and not just focus erfdocumentation of physical behaviour,” but
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acquire enough insight to attribute the “intentionstives and perspectives” of the individuals who
are being observed (p. 210).

Field notes are considered to be a central comparfiehe passive and/or active observation
process. In the midst of tracking, observing, edv@pping and asking questions, the researcher must
find time to keep a record of field notes for ipptleanalysis. Berg’s (1998) recommendation is that
field notes should be completed immediately follogvevery excursion into the field; however,
Burgess (1991) suggests that “note-taking is agmelsactivity that depends upon the research
context, the objectives of the research, and tladioaship with informants” (p. 192). Perhaps the
best advice overall is that the researcher esteddia regular time for writing up notes and dupdisa
them for safety reasons (Berg, 1998).

The ethnographer as an interviewer may choosdkaevith informants in the field setting for
the purpose of gathering information. Prior toititerview process, consideration is usually giten
the type of interview that will be carried out, peularly in terms of how structured it will be, Wwo
the questions will be formulated and how much titwvell take. Scholars who have reflected upon
the interview process explain that it can be forardahformal, structured or unstructured, or also
standardized, non-standardized, or semi-standar{ézg., Babbie, 1995; Berg, 1998; Rubin &
Rubin, 1995). The standardized interview tendsetdormal and structured with a list of
predetermined questions. Interview participantsaasked to respond to each question, and all are
given the same set of questions. This techniqutefviewing is used by researchers who have solid
ideas about what they want to uncover in the im@nand by those who expect (ideally) compatible
responses (Berg, 1998, p. 60). In an ethnograggpeoach to research, the non-standardized or
semi-standardized interview tends to be more commidre non-standardized interview is informal
or non-directive and used “during the course oéaesh to augment field observations” and to
“establish rapport” with informants (p. 61). Sest@éndardized interviews involve the preparation of

predetermined questions and/or special topics. gliestions are posed to the interviewee in order,



but the researcher conducting the interview isnatb the freedom to probe beyond the answers to
prepared questions to draw out elaborated respgnsés).

Chatman’s (1984) understanding of fieldwork isri&rest, given that she is one of few LIS
researchers to spend a significant amount of tioiegdresearch in a naturalistic setting. The vealt
of experience she has gained has contributed tifigpiasights concerning the processgafining
entry to the field, developing a research role,roeening anxiety, developing a rapport with
informants, empathizing with them and establiskainglationship with them based on reciprociin
order to gain entry to the field, she advises thatbest strategy is to request an interview with t
person identified as the “gatekeeper” (i.e., thesge in a formal position to protect the people,
setting or institution). When meeting this gatgdezeit is important to explain the nature of the
research honestly, particularly the issue of canfidlity (p. 429).

Once the field researcher does gain entry to aethsstting, it then becomes important to
assume “a characteristic posture” in relation orésspondents so as to “permit intimate observation
of every day life in the field” (p. 429). The radé researcher-participant, or total researcher is
discussed as possible options; however, Chatmaelhbas adopted the role of “student-researcher.”
She indicates that “as a graduate student, [shi@pfthat most of the people encountered had no
difficulty in accepting the reality that graduatadents do research” (p. 429).

Anxiety is sometimes experiences by the field reses when certain problems are
encountered. The problem of gaining entry, for gxlancan be a source of anxiety, particularly in
cases where field gatekeepers negatively intevfighethe research process or subjects refuse to
participate. The researcher who can manage anxitttgventually realize that it need not hindee th
process as this personal experience may help tgait insight into the factors affecting the
research” (p. 430). According to Chatman (1984¢nethe most experienced fieldworker may be
placed in anxiety producing situations and must oel a combination of prepared knowledge about

the setting in which the study will take place anthmon-sense knowledge.
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Chatman (1984) also writes about the importanasteblishing a rapport with the
informants so that they will be more likely to feelmfortable while being observed and allow
communication to take place in a more unguardedheranReciprocity empathy and maturity are
also significant terms related to the researchaes rReciprocal processes allow the researcher to
show some form of obligation or appreciation towafdrmants (p. 433). Empathy is closely related
to reciprocity, as it may be one way of givinghéormants but it is typically a personal decision o
the part of the researcher to remain empathetiopiyn to “seeing the social reality from the vidw o
the client” (p. 435). Moreover, the researcher watopts a “mature” outlook will likely recognize
that it is possible to overcome difficulties rethte field research. As one becomes more practiced
ethnographic research, Chatman suggests thataleereany opportunities for personal satisfaction

and joy associated with meeting and understandimgpeople (p. 435).

3.4 “Triangulating” citation, social network and lehographic data

The quantitative-qualitative design of this studydlves “triangulating” a specific set of
research techniques associated with citation aisalyscial network analysis and ethnography of
communication. When used together, “bibliomesmciometric, cognitive and communication data
provide the researcher with overlapping, incomgyetengruent views of structure in a chosen
research specialty” (McCain, 1990b, p. 212). Qeiltecongruous results cannot always be
explained; therefore McCain suggests that “theane$eer should not strain to account for all
anomalous observations” given that “an exploratibthese differences can highlight the particular
advantages of one approach vis-a-vis another"1p).2

Citation analysis, social network analysis and etinaphy of communication have unique
methodological histories and have been used megeriéntly in specific research fields — Library and
Information Science, Sociology, and Linguistic Amthology respectively — yet the common element

is that they all focus on relational systems. itatmn analysis, the bibliometric artifact is thmit of
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analysis taken from a relational system that cotnates on the proliferation of intellectual ideas.
Social network analysis is concerned with the ietetl system of social actors and the impact this
system has on the individual's behaviour or thetioning of the social network as a whole.
Ethnography of communication examines the roleudtice in a relational system where a group of
people with a shared language and knowledge strican be observed interacting with one other in
communicative situations, events and acts. By @oimip these methodological approaches, this
study will develop new insight into how mathematits as social actors maintain a relational system
dedicated to the sharing of information and the@neation of a research culture that provides them

with a unique environment for doing mathematics.

3.5 Delimitations and limitations of the study

As a case study, this research is designed teragsically gather information about a
particular group of people and social setting topesome degree of understanding of how they
operate or function (Berg, 1998). The researcpadms thus been narrowed to one group of
scholars from the field of mathematics, the Singiyd@ heory community, and no other group
outside this subject specialty. Attention is giterihe Singularity Theorists’ co-citation patteros-
authorship patterns, patterns of attendance atiwait conferences and personal thoughts associated
with being members of an international researchroanity and working in specialized research
environments. In some parts of the dissertatitiorination conveyed by ‘outside’ mathematicians
(i.e., those not identified as Singularity The@)ss incorporated for discussion purposes and to
enhance the interpretation of other data. A skgttansion of the scope in this sense is important,
given that the overall intent is to produce a cstady that isnstrumentalin nature. The expected
benefit of focusing on the Singularity Theory commityithen is that the findings will not only leaal t
new insight into the invisible college, but alsadeto a generalized understanding of similar groups

of mathematicians.
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The Isaac Newton Institute for Research in Math@sdNewton Institute) located in
Cambridge, England is the setting chosen for tld fiesearch. The Newton Institute is one example
of many specialized research environments designbdng international mathematicians together
for intense periods of work. Other research inti around the world, for example, the Mathematics
and Sciences Research Institute (MSRI) in Berkelayifornia and The Fields Institute for Research
in Mathematical Sciences (Fields Institute), indrdo, Canada offer similar programs.

Prior to gaining entry to the Newton Institute, dsvemployed at the Fields Institute as the
Scientific Program Coordinator (1996-1999) and Raktibns Manager (1999-2002). My work at the
Fields led to the plan of this study and inspiredimterest in the institute environment as a sgttor
ethnographic fieldwork. During my employment teirhad the opportunity to gain some
preliminary knowledge of the field setting; knowggithat is considered valuable to the fieldwork
process. As Hammersley and Atkinson (1989) indicat helps to ‘case’ the setting beforehand, for
example by contacting people with knowledge of ibbother settings of a similar type” (p. 64).
When it was time to initiate the actual fieldwohiowever, it was the Newton Institute that | chase f
the ethnography, because | wanted to enter trebdel complete outsider. | recognized that a
conflict of interest would occur at the Fields Inge if | chose to carry out my fieldwork in this
‘home’ environment and carry on with my employmebligations at the same time. Moreover, in
January 2000, | discovered that the members dEtitepean Singularity Theory community were in
the process of organizing a program term at thetblewstitute (August to December 2000). The
timing of this upcoming program and the plan of stydy coincided very well, so it became even
more essential for me to transfer to this envirominfier the ethnographic period. In certain pafts o
the study, comparisons are noted between the Higdtitute and the Newton Institute, but this does
not mean that the research constitutes a formapacetive case study of the two research
environments. My background knowledge of the mathtécs culture at the Fields Institute is simply

used in this study to contribute relevant detaild &0 enhance the interpretive process.



Concerning research-related limitations, one aasetiwith the use of author co-citation
analysis requires clarification. Author co-citatianalysis, which is used to “map” co-cited authors
“intellectual space,” begins with the retrievalaofcited author statistics from an Institute for
Scientific Information (ISI) database. The DialogStiSearchdatabase was used in this research, but
due to the design of this indexing system, theectitbn of all author co-citations for a large sagenpf
author pairs is very difficult. Harsanyi (1993)testhat “complete counts for a given author rexjuir
obtaining a complete bibliography of that indivitlsavork and adding citations found under various
first authors to the count for which the individigthe first or only author. At best this is t@a,
and at worst (if a bibliography is not availablelsiimpossible” (p. 329). Likewise, Persson (2001
indicates that “a full scale test [of co-citedndsg)nrealistic since it means tracing all auttadrs
several thousand cited documents” (p. 339). Caradty, only first author co-citation counts are
used in this study, but this is standard practiddé use ACA. First-author counts have been bged
many other researchers (e.g., Bayer et al., 199@dih, 1990b; White & Griffith, 1982), who
understand that the general “aim is not to rankarstbut rather to identify research themes”
(Persson, 2001, p. 343). This analysis and mapgmiocedure is therefore best at illustrating “oltera
trends or dimensions in scholars’ approach toweséarch” and providing a “general historical view
of the intellectual structure of a research arda¢Gain, 1990b, p. 213).

Another research-related limitation is that it @endifficult to combine the use of
guantitative and qualitative data effectively ireanixed-methods study. With a “mixed methods”
design, both quantitative data (results of sta$tnalyses) and qualitative data (themes germkrate
from interviews and observations) are presenteettsy in certain parts of the study. According to
Creswell (1994), the quantitative-qualitative congtion is sometimes not “pragmatic” because of

the “extensive time required to use both paradigdejuately, expertise needed by the researcher,
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and the desire to limit the scope of a study ardehgthy reporting requirements” (p. 173).
Nevertheless, there is a certain advantage in ussgarch methods in combination, particularly if
the researcher aims “to better understand a cohetpg tested or explored” (p. 177).

In this study, the invisible college is the conciiyatt is being explored. Because the invisible
college is multifaceted, a mixed-methods design etesen with the understanding that it would
generate particular challenges for me as a reserarétirst, there was the challenge of choosing the
techniques for collecting and analyzing the daththe second, | could see that it would be impartan
to combine them in a suitable manner to conveedfiit but interrelated aspects of the same
phenomenon. Overall, the challenges associatédtig study were worth pursuing: the mixed-
methods design opened up the opportunity for nel&dorate on results, use one method to inform
another, discover paradox or contradiction, andrekthe breadth of the inquiry” (Creswell, 1998, p.

185).

8 Creswell's (1994) explanation of the differencén®en quantitative and qualitative research adedifg paradigms” is
that the “quantitative approach holds that theaeseer should remain distant and independent obiking researched. By
comparison, “the qualitative stance is differeetaarchers interact with those they study, whdthiemteraction assumes
from living with or observing informants over a fmoged period of time, or actual collaboration” ).
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CHAPTER 4: THE INTELLECTUAL STRUCTURE OF SINGULARN
THEORY

Singularity Theory research as an intellectualcstme can be examined visually with the
Author Co-citation Analysis (ACA) technique devedapby White and Griffith (1982). This
technique makes use of the individual authogavre(single or co-authored document(s) of which
(s)he is the first author) and assumes that twearstare “intellectually” related to one another if
they are co-cited frequently together in many doents (White, 1990). A complete ACA involves
the selection of author names, the retrieval o$tlfiauthor co-citation frequencies, the compilatid
a raw data matrix and conversion to a correlatiatrioy and the multivariate analysis of the
correlation matrix for interpretation and validatiMcCain, 1990). Details of this procedure are
outlined in the next paragraphs, including the tjaes answered by this study and a discussion of

the results relative to the conceptual model intoed in Chapter 1.

4.1 Author co-citation analysis pilot

In preparation for this case study ACA, a pilot A@As carried out at the College of
Information Science and Technology of Drexel Ungitgrin March 2000 with Professors Howard
White and Kate McCain. The main objective of tliletpvas to learn how to use this research
technique and determine if a preliminary set ohatg from the Singularities specialty would
produce high enough citation and co-citation coforts large-scale co-citation map. According to
White (1986), a successful ACA depends on “choogimgd names on which to search. They must
be authors prominent enough to have been citedHgy avriters in journals recorded 8tiSearchor
SocialSciSearch The authors must also be related enough in ethters’ eyes to be cited together
(co-cited) with some frequency” (p. 94).

At the time of the pilot, there was a concern alvgutther or not the works of the Russian

Singularity Theorists would be indexed in the Diglb SciSearctdatabase. White had indicated that
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the Institute for Scientific Information (ISI) ddtases were biased toward American and English-
Language research and suggested that it mightenpbssible to proceed with an ACA if the Russian
works were not indexed (personal communication,dfdr, 2000). It was reasonable to expect that
they would not be included since there was a sicarit period before 1990 when the Russians faced
travel restrictions and were unfamiliar with thethgmatics that was being done in other parts of the
world. Likewise, the North American, European &sian researchers were unfamiliar with the
Russian mathematics because it was published ofys$sian language journals. To examine the
extent of the problem, a preliminary search fohautitation and co-citation counts was performed
and the results confirmed that tBeiSearchdatabase does index the works of Russian auihors,
English or English translation. Relatively “hegltititation counts and co-citation counts were fdun
for a small selection of international authors (M¥xfom various countries, including Russia;
therefore we established that it would be feadibleontinue with a large scale ACA.

For the pilot study, 24 Singularity Theory authesesre selected only on the basis of high
citation and co-citation frequencies. Appendixraydes the raw co-citation and correlation
matrices, the hierarchical cluster analysis andtération history for the two-dimensional scaling
solution. A list of the 24 authors’ names andshimmmary statistics appear in Tables 4.1 and 4.2

below. The resulting cluster-enhanced two-dimeraipilot map is shown in Figure 4.1.

Table 4.1. Co-cited author list (n=24) for theopACA.

ARNOLD, Vladimir Igorevich
BIERSTONE, Edward

LOJASIEWMCZ, Stanislaw.Sr THOM, René
MALGRANGE, Bernard TROTMAN, David

BRIESKORN, Egbert
BRUCE, James W.
DAMON, James

GORYUNOV, Victor V.

GUSEIN-ZADE, Sabir
HIRONAKA, Heisuke

MATHER, John N.
MILNOR, John W.

MOND, David M. Q.

SAITO, Kyoji
SIERSMA, Dirk
TEISSIER, Bernard

VARCHENKO, Alexande
VASSILIEV, Victor
WALL, Charles T. C.
WHITNEY, Hassler
WILSON, Leslie Chesl
ZARISKI, Oscar
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Table 4.2. Summary statistics for pilot ACA.

Number unique author pairs over 24 authors’ names (24-2¥2=276
Number of unique author:
pairings never made 18
pairings made only once 25
Connectivity ratio 258/276 = 94%
Mean co-citation rate (over 75 authors) 38.26
Range of raw co-citation counts 0-584 (Wall & lgiin
Range of mean co-citation rates 5.71 (Varchenke-(\ilnor)

P ¢ Trotman VAN
'/’ ’_/’f— ___________
// P ! \\\
- | Milnor )
. rd
; Bierstone / ¢ Amold * ¢ Damon e Mond |
1 / |
i / | 1
’ ’ | ¢ Bruce /
H . 1 J
! ¢ Lojasiewicz \_ Whitney | o Mather {
{ Sl ® . ® Thom N
777T777777777777777777777.7777"\ 777777 ‘77777777777’77. 77777777777777777777 ‘C\fi*
\ i TelssEa_r;, Vil | Siersma N
\ . ¢ a grqnge ¢ Goryunov o
¢ Hironaka ) ! o Sa e
\ | alto . !
o Zariski | Walle | o , ®Gusein-Zade |
JNE / ' Brieskorn . i
_________ A : Vassiliev /
1 | /Il
:l : ',"‘\ ____________________ -
1 ! !
1 | 1
\ I 1
N | :
~~._ ¢ Varchenko
\\-\ | ”I

Figure 4.1. ACA pilot map of 24 Singularity The@awythors (1974-2000).
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On the pilot ACA map, attention was given to theifioning of the authors so that a few
preliminary interpretations could be made as phat practice analysis. Due to my work at the Feld
Institute and previous conversations with the wigitnathematicians, | was not surprised to see that
TROTMAN and WILSON were, relative to the other aarthodes on the pilot map, adjacent to one
another. | knew that they had traveled to eackrihaffiliates (Hawaii and Marseilles respectiyely
for research purposes and | was aware of thelatthey were friends. The “intellectual” simitgri
of the two authors, as seen by other writers frloensiubject specialty, led me to reflect upon their
underlyingsocialrelationship. This view corroborates White's (0p8nderstanding that “the use of
authors as the unit of analysis opens the poggibfliexploring questions concerning both perceived
cognitive structure and perceived social structdirgcience. If co-citation analysis shows close
relationships betweemeuvresis it the case that the persons who wrote thensagially connected?
Anecdotal evidence points to a qualified “yes”, the matter has received less systematic attention
than it deserves” (p. 86). Consequently, thisystadlesigned to give more systematic attention to
ACA, not only to determine what an ACA can revdabat the intellectual structure of Singularity
Theory, but also to discover how it can be usetl wiher research techniques to generate insights

into other underlying social relationships.

4.2 Selection of the final ACA author set

To prepare a large-scale map of Singularity Theesgarch — one that would convey further
insight into the specialty’s structure — a stariisgof approximately 150 authors’ names was
collected from four information sources: 1) the hembatical literature (i.e., published journal
articles, conference proceedings, and monograghsinference participant lists posted on the
World Wide Web, 3) the European Singularities Netweeb site, and 4) conversations with

Singularity Theorists who agreed to name importaimfluential colleagues. Based on a pre-test in



the Dialog™SciSearctdatabase (1974-2001) for high citation and higleitation rates, the starting
list was then reduced to a narrower set of apprateiy 60 names.

In keeping with idea that the invisible collegd@h an intellectual structure and a social
process, certain social factors were also takenaintount during the author selection process.
Thirty-six of the authors were chosen purposefutbgardless of their co-citation rates, because the
were posted on the Newton Institute’s web siteciomed visitors for the Singularity Theory
program (August to December 2000). Some namesupeathigh co-citation counts with every other
author on the list (e.g., SAITO’s average was 1) ethers much lower counts (e.g., KAZARIAN’s
average was 1), yet all were added to the sampgkeuse they represented a measure of “social
involvement” in the specialty, as conference pgodiots. The 36 “Newton Institute” authors, listed
with an asterix (*) in Table 4.3 were targeted ateptial interview informants for the ethnographic
phase of the study. All represented a range tiista within the international research communmity i
that some were recognized as being senior (e.gL,l}/And others junior (e.g., TIBAR) to the field.

During the four-month Singularity Theory progratrttee Newton Institute, 17 of the visiting
authors agreed to participate in one-to-one intgvsi All interviewees were shown a preliminary
version of the ACA map and asked to name colleatheshey thought should be included or
deleted from the final map. Their suggestions waken into account: a few names were added and
others were removed. Overall, an effort was madediude authors from a variety of countries,
particularly those where Singularity Theory reshdras become a significant part of the mathematics
research culture (e.g., Japan, England, U.S.A.a@arFrance, Germany, the Netherlands). The final
diversified list of 75 author names used in thelgtis presented in Table 4.3 (see Table 4.3).
According to McCain (1990a), a diversified listanithors is critical for the examination of the alker
structure of a subject specialty, because “it @sfihe scholarly landscape being mapped. If the
authors are not chosen to capture the full rangeudbility [e.g., research topics, methodolog@s,
political/national orientations, etc.] ... these agp®f structure cannot be demonstrated” (p. 433,
original emphasis).
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Table 4.3. Co-cited author list for Singularityéldny (drawn from thdathSciNetAuthor Index).

ARNOLD, Vladimir Igorevich

ARTAL-BARTOLO, Enrique *
BIERSTONE, Edward
BRASSELET, Jean-Paul
BRIANCON, Joél
BRIESKORN, Egbert
BRUCE, James W.
BRYLINKSI, Jean-Luc
CAMPILLO LOPEZ, Antonio
CHILLINGWORTH, David R. J. *
DAMON, James *t

DIMCA, Alexandru *
DUPLESSIS, Andrew *t
EBELING, Wolfgang *
FUKUDA, Takuo

FUKUI, Toshizumi*
GABRIELQOV, Andrei M.
GAFFNEY, Terence *t
GALLIGO, André

GIBLIN, Peter *

GIBSON, Christopher
GIVENTAL, Alexander
GORYUNOV, Victor V.*

GRANGER, Jean-Michel

AROCA HERNANDEZ-ROS, José M.

GREUEL, Gert-Martin *

GUSEIN-ZADE, Sabir
HAMM, Helmut A. Hamm

HERTLING, Clause *

HIRONAKA, Heisuke

ISHIKAWA, Goo *

IZUMIYA, Shyuchi*t

JANECZKO, Stanislaw *
KAZARIAN, Maxim E. *t
KHOVANSKII, Askold
KOIKE, Satoshi
KUO, Tzee-Char
KURDYKA, Krzysztof *

LE DUNG TRANG *t
LEJEUNE-JALABERT, Monique
LOJASIEWICZ, Stanislaw Sr.
LOOIJENGA, Eduard *t
LUENGO VELASCO, Ignacio*

MACPHERSON, Robert D.
MAISONOBE, Philippe
MALGRANGE, Bermard

MATHER, John N.

MERLE, Michel
MILMAN, Pierre

MILNOR, John W.

M@®D, David M. Q. *t
OKMutsuo *
PARUISISKI, Adam *
PELLIKAAN, Rdu
PHAM, Frédér
PORTEOUS, lan
SABBAH, Claed
SAITO, Kydii
SEDYKH, Vcheslav *t
SIERSMADirk *t
SLODOWeter *t
STEENBRINK, JosephvH*
SUWA, Tatso
TEISSIER, Berd
THOMRené
TIBAR, Maln*
TROTMAN, D& *t
VAN BRATEN, Duco *t
VARCHENK&lexander *
VASSILIEV, Victo*t
WALL, Charles T. *t
WHITNEY, Hassle
WILSON, Leslie Ginles *
ZAKALYUKIN, Viadimir *t

ZARISKI, Oscar

* Participant of the Singularity Theory prograntla Isaac Newton Institute (August to December0200

T Interview Informant




4.3 Pretest for name-forms, truncation effects sumthame variations

With the purposeful author set (n=75) chosen ferAlCA, a pre-test for name forms was
carried out to determine if precise author nameddcbe used in the data collection process oref th
first initial had to be truncated. Complete nammerfs for each of the Singularity Theory authors
were verified inMathSciNetthe web-based Mathematical Reviews Index of theedcan
Mathematical Society (1940-present inclusiVe). search in thélathSciNetuthor database, based
on the input of a surname and first name initiad.(eVILSON, L*) was performed to view the list of
indexed names, including homonymous authors, nanme ¥ariations, and links to the individual
author’s complete set of reviewed works. In soames homonymous author names did appear, for
example: WILSON, LC; WILSON, LB; WILSON, LD; WILSON.G; WILSON, LH, WILSON, LJ,
WILSON, LT; WILSON, LW. To find out which “WILSONL." was involved in Singularity Theory
research, a review of each author’'s complete bdgyooks was carried out. In this particular case,
all publication titles subject key words and abdsassociated with WILSON, LC or WILSON,
Leslie Charles clarified that this mathematiciars\wee Singularity Theorist.

To search for WILSON'’s co-citation counts in theiSearctdatabase it was necessary then
to attach the truncation symbol (?) to his firstiath or use his precise name with the secondahif
CA=WILSON L? OR CA=WILSON LC. The “truncation syrak(?)” allows the co-citationist to
“generalize the request to cite any works by [a@@uauthor] to retrieve any papers that cite any
works by [the author] whether or not citers usesfgdond initial” (McCain, 1990a, p. 434). More
often than not, this symbol was required for amausearch in this case, so | opted to use it
consistently, even if the author did not possesscand initial. With the name SIERSMA, D., for

instance, the truncation or non-truncation of lmkyadnitial “D(?)” yielded the same citation ressilt

° MathSciNetind the equivaleMathSciDIALOG™ database covers published journal articlesnographs and
conference proceedings.
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Due to the international nature of Singularity Thye@search, a few variations in surname
were found in thdlathSciNetAuthor database. For three Russian surnamess bidel used either
the English or Russian spelling: KAZARIAN or KAZARMN; GORYUNOV or GORJUNOV;
VASSILIEV or VASSILYEV. In some instances, onlyetfiirst part of a hyphenated surname was
cited instead of both parts, for example, LEJEUther than LEJEUNE-JALABERT and ARTAL
rather than ARTAL-BARTOLO (Note: the use of thephgnated surname GUSEIN-ZADE was
always used in full form). For the Vietnamese narBeDUNG TRANG, citation inconsistencies
resulted in the appearance of LE, DT or TRANG, LThree compound surnames, AROCA
HERNANDEZ, CAMPILLO LOPEZ and LUENGO VELASCO wergected to vary in terms of
use; however a pre-test in battathSciNetandSciSearctrevealed that for all authors, the first part
of the compound surname was always cited. In einstgnce where a surname did vary, the second
name form was included in the search strategy thigtoperator “OR” to ensure that all relevant

citation counts were retrieved (e.g., S CA=GORYUN@? OR CA=GORJUNOV V?).

4.4 Retrieval of author co-citation frequencies

The author co-citation frequencies for this casdybf Singularity Theory were extracted
from the Dialog™SciSearchdatabase files 434 (1974-1989) and 34 (1990-20B0)erforming the
co-cited author search, two author names were figegiith the intention of retrieving any paper
that cites both. For example: “S CA= TROTMAN D? BNCA=BIERSTONE E?” With this
command, a search is carried out for all writeed tite anything by the first author David
TROTMAN and anything by the first author Edward BIETONE.

Given the number of author names selected for aA,Al@ combination of all possible pairs
can reach a maximum number of N(N-1)/2. For pcattieasons, White advises that “it is best to
keep the input set of authors relatively small’tsiit is obvious that “the more pairs one startb wi

the more pairs one must enter (if all combinatiaresto be formed)” (p. 95). In this study, a taifl
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75(75-1)/2=2,775 co-citation pairs was expecteerdfore a mechanized search strategy was used to
avoid the frequent typing of individual search coamds. To satisfy this requirement, all search
commands were pre-composed in Microsoft Word, thérand pasted into the DialogLink™

module, which contains a type-ahead scroll windeivfer automatic input t8ciSearch The start
command involved searching for the first authag.(es CA=ARNOLD V?) and pairing the citation
results (S1) 74 times with every other author ftbmcited author list. This cycle was repeated for
each author (i.e., S1 x 73,72,71 etc.) until athaf authors’ co-citation profiles were completee(s
Appendix B for sample search strategy).

Dialog™ SciSearchs a comprehensive database for all articlesevesj and proceedings
papers published in the fields of mathematics, dsigynthe engineering sciences and physics.
Because of the broad coverage of this databagmaitieg of “homonymous” author names —
homonyms from the same specialty or other resespebialties — could lead to irrelevant co-citation
counts. Most co-citation analysts agree thatutikely that two or more authors with the same
surname and first name initial will be active ie #ame research specialty, or have “twins” paired
together as co-cited authors in another scierdjfiecialty (Harter, 1986; Sandstrom, 1988; White,
1986). Harter (1986) claims that the number ohquairings is “exceedingly small” (p. 187).
Likewise, White (1986) has found that “homonym disination breaks down only in rare cases” and
provides an example search in LIS (CR=WILSON P7tkvhas the effect of retrieving papers citing
either Patrick or Pauline Wilson in LIS (p. 959andstrom (1988) recognizes also that “significant
skewing can conceivably occur when two very commamesare combined, but this question is one
that should be addressed empirically” (p. 164,indbemphasis).

With respect to the Singularity Theory author getjas difficult to determine the common
nature of certain surnames, since names undera®odt common in one culture (e.g., U.S.) may in
fact be common in another (e.g., China). To a®awoigincorrect assumptions, an author search in
MathSciNetvas carried out to determine exactly how many ctioginors in mathematics had the
same name. The search revealed that the most corsumeames were the following:
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WILSON=217; WALL=185; KUO=124; SAITO=114; ISHIKAWA5S8; ARNOLD=64;
FUKUDA=47; OKA=26; WHITNEY=22; FUKUI=20; MILMAN=14. Among these surnames, some
also shared the same first initial: WILSON L=10; WAC=4; KUO T=10; SAITO K=15; FUKUDA
T=11; FUKUI T=6; OKA M=5; MILMAN P=2.

Based on the high rate of homonymous names indeXddthSciNetit seemed reasonable
to expect that further homonyms would be generfitad the all research fields covered by
SciSearch.They did appear, but the inclusion of each atgHuost initial in the search strategy
ensured that many were omitted in the co-citatmmes. The pairing of two authors' names with the
“AND” operator in the search strategy also excludethe unwanted names. In addition, | could not
discount the possibility that two completely homomus authors (i.e., authors with the same
surname and initial, but from a different reseatigtipline) might be paired together in a citatiigh
In instances where a high co-citation count wasesetd an effort was made then to verify that this
was not the case. The verification procedure sirimyolved examining the list of articles assodiate
with overall the co-citation count and subtractimyvanted counts associated with non-mathematics

articles.

4.5 Construction of the raw data matrix and Cogneximity matrix

As all co-citation counts for the paired Singublaiitheory authors were gathered, each count
was added to the cells of a 75 x 75 matrix witmtamlly ordered author names (alphabetical) placed
next to the rows and the columns. Column averages calculated and inserted into the cells along
the diagonal. This option was essentially arbjtizased on the fact that in previous ACAs McCain
(1990) “experimented with an alternate approadeating the diagonal cells as missing data (for
example, see McCain 1989)” (p. 435). Upon exangitire results she found “little difference, in
mapping, clustering and factor analysis, betwealirggthe diagonal values (a la White & Griffith)

and treating them as missing data” (p. 435).



At the next stage of the ACA, the raw data werevedied to Cosine proximity values and
added to a new 75 X 75 matrix. Converted datashelpletermine the overall similarity of two
authors in a matrix relative to every other authair and to remove differences in scale between
authors who produce much higher co-citation cotivds others (McCain, 1990a). In McCain's
(1990a) technical overview of ACA, Pearsanis noted as the recommended conversion measure;
however, in the main co-citation analysis of thigly (i.e., not the Pilot study) Cosine was usedras
alternative. Ahlgren, Jarneving and Rousseau (R8®3lain that Pearsorr'ss “not an optimal
choice of a similarity measure in ACA” becausedbés not satisfy some natural requirements” (p.
550). One requirement is that “a similarity oragation measure between two data vectors x and y
(of equal length)” should “map this ordered paivettors to a real number such thats (X, Y) =s (Y
X) and such that it attains its maximum value (@ft¢ when X=Y" (p. 551). Essentially, the
similarity measure should be non-negative. Inpotiyetical example, the authors show that when
two authors A and B, with a high Pearsontrrelation value of 1 (perfect similarity) arerpaf a
matrix incorporating added zero co-citation coutits,r value unexpectedly diminishes to 0.91. This
effect, according to Ahigren et al. (2003) is ahsard situation” given that “two ‘perfectly similar
authors showing the same behaviour with respezigiamup of new authors are not ‘perfectly similar’
anymore” (p. 553).

A portion of the 75 x 75 raw matrix and the congdrCosine proximity matrix is illustrated
in Tables 4.4 and 4.5 (see Tables 4.4 and 4.5¢ higher the proximity measure between two
authors, the more similar they are perceived tbybtheir citing colleagues due to shared subject

interests®

%1n some fields of scholarship, for example, the haoities and social sciences, this measure of gityiia associated
with the idea that two or more authors are co-ditequently because they contradict or oppose oothar in their
presentation of different theories or argumentseamng a controversial topic or theme.
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Table 4.4. Partial matrix of raw co-citation caurbingularity Theory (1974-2000).

GIBLIN

GALLIGO

GAFFNEY

GABRIELOV

FUKUI

FUKUDA

EBELING

DUPLESSIS

DIMCA

DAMON

CHILLINGWORTH

CAMPILLO

BRYLINSKI

BRUCE

BRIESKORN

BRIANCON

BRASSELET

BIERSTONE

ARTALBARTOLO

AROCA

ARNOLD

17

B3 ®2 404 2B % 13 49

161 14 1

18

24

ARTALBARTOLO
BIERSTONE

47

14

0 2

BRIESKORN

CHILLINGAVORTH

BRYLINSKI
CAVPILLO

5 2

14

DIMCA
DUPLESSIS
EBELING
GABRELOV
GALLIGO

17

GBUN

Table 4.5. Partial matrix of Cosine proximity vedu Singularity Theory (1974-2000).

GIBLIN

GALLIGO

GAFFNEY

GABRIELOV

FUKUI

FUKUDA

EBELING

DUPLESSIS

DIMCA

DAMON

CHILLINGWORTH

CAMPILLO

BRYLINSKI

BRUCE

BRIESKORN

BRIANCON

BRASSELET

BIERSTONE

ARTALBARTOLO

AROCA

ARNOLD

0.381 0606 0.264 0.625 0429 0.701 0404 0352 0622 0.286 0191 0484 0469 0.449 0.267 0418 0413 0.56 0.501
0463 0092 0214 0.294 0.157 0286 043 0525 0.216 0.039 0371 0619 0532 053 0452 0347 0312 0.338 0544 02

0.607 06% 0497 0813 05 069 0.762 0566 0.654 0.286 0442 0587 0.685 0.406 0.651 0495 0486
0701 0251 027 0543 0.353 0605 0528 0.83 0.349 0.138 0497 0915 0.716 0.932 0.603 0.781 0532 0.483

0.745 0286 029 0553 0421 0586 0524 0698 0377 0106 0663 0.781 0614 0.77 0.547
0428 0319 0244 0476 0.257 0462 0487 0506 0.33 0.106 0.391 0533 0444 0.489 0466 0.664

0648 0183 026 0493 0.301 0553 0449 0831 0.27 0.127 0537 0905 0.656
065 0183 0546 0.397 0.283 0456 0852 0.832 0443 0.184 0614 0.735 0.782 0.556

065 0178 0309 0371 0.38 0335 049 0628 0.304 0.037
0.736 0265 0385 0.546 0.35 0622 0676 0906 0414 0.167 0605
0.753 0264 0696 0.493 0443 0688 083 0.75 0.602 0.297 0489 0803

0.561 0431 0449 0568 0.736 0.708 0655 0.348
0152 0321 0474 0.219 0204 0511 036 0111 0.193

0.635 0195 0373 0472 0.277 0494 0.717

0581 0557 0527 0.69 0.546
0.686 0333 0634 0506 0382 064

0537 0752 0.239
0486 0321 0304 0.441

0.26
0477 0115

CHLLINGACRTH
DAVON

ARTALBARTOLO
BERSTONE
BRESKCRN
BRYLINSKI
CAVPILLO
DIMCA
EBELING
FUKUDA
FUKU
GABRELOV
GAFRNEY
GALLIGO
GBUN

ARNOLD
ARCCA
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4.6 Multivariate analysis and mapping of co-citaticlusters

Once the Cosine values were calculated from thedieter matrix, they were then used as
input to theSPS$rograms CLUSTER and ALSCAL for a cluster analgsig multidimensional
scaling routine. In keeping with the traditionAEA research, a hierarchical agglomerative approach
to the cluster analysis was carried out. Althotlgdre are “150 specific methods” to choose from in
CLUSTER and each may be used “to group objectlpecountries, or other entities on the basis of
shared attributes,” McCain (1990a) notes that “A@gearch has tended to use the agglomerative
clustering approach” (p. 437). With an agglomegmtioutine, there is a “bottom-up building” of
clusters that joins individuals and/or groups dhats together gradually to represent smaller ehgst
and then the authors are subsequently joined &gaireate larger author clusters, until there is a
complete linkage (p. 437). The resultiBBSSlisplay may be a histogram icicle plot or a
dendrogram, or both. In Appendix C, a figure & tomplete linkage dendrogram is presented to
illustrate the bottom-up building of the authorstkrs in Singularity Theory. Appendix C also
presents the full iteration history for the two @insional ACA solution (see Appendix C).

A multidimensional scaling (MDS) routine, which tgplly follows the hierarchical cluster
analysis, requires as input$SS3he same correlation matrix of proximity valu&pecifically,

MDS is “a set of techniques used to create visisglays — maps — from proximity matrices, so that
the underlying structure within a set of objects ba studied” (McCain 1990a, p. 437).

Cocitationists rely on MDS to “provide an inform@atirich display of the co-citation linkages and to
identify the salient dimensions underlying themgg#ment” (p. 437). The major output of an MDS
routine in ALSCAL is a scatterplot display of panmhapped in two or three-dimensional space. Each
point, representing an individual author, is placadhe map according to their original proximity
values of similarities or dissimilarities. Accandito McCain (1990a), the “points representing
authors with high similarities [are] placed closgdther in ‘intellectual space,” while points

representing authors with high dissimilarities [qotaced farther apart (p. 438).

82



-

L —

o 1
Ve ./( \ll\\l\-\\ O___QENOQ ,_
% \ 7 )
¢ ojopeg-epy* e~ e
) f ~
Fd ,\.\.ll\\ \\_\\
BuipioH ¢ ,3# oBuanT e y;
sanuenbuig oreiqably N, e e /
xa|dwon Jo ABojodo] - R P ] _
Idi09 40 Aojodol . cmym:m UBA OMUBUDIEA |
e e | reqr* rmmmme |
, -~ N | : Eoainnd )
e S | ! e SLoN ¢ _
B! T C BOe ¢ _
¢ o._.mwmb -OPEZURSNY ” _,, \
™ - eeyljod . uloysalg N
) = JRUSAID) _., mc__ogm_.c Hed _%mu_o. m”. v_c_bco&m\ ,/-/:,
- \ ¢ | W T
=" nounkion e fnoposs e wwge | Le i peurige ¢ N
r * ¢ Y
t UiApeg ™, IDfSuBAOUY ’ oed | Emi,@cs 1 Bung &7 sqouosigy |
e * ~.. ebuslioo® ¢ " ~—— Jaqeler-aunale _
\UBLEZEY o c_mi_mv_mN S Buskig | sasspl Ty PISHEZe e SIS /
l;, ““““““““““““““““““““ N uﬂﬂﬂ#flﬁo@b&@?h ““““ o l‘cn‘_lsrll"lv_‘llln_ll.wﬂ.vlf.&Ll‘
N UO > * e)euoy| -
N o P Eo,_._. “ NEUOIH v
\ sonig? 1oy ,émcem_ms_ uodueLg yeqoes |
_ oxPauer UOWEQ o oulen TR | “ INETTET)
/ ¢ 5 Joup. . 55_&5 _ / 1 onhjeuy xejdwon
lll*\
(Ao snoeliod ¢ ,\_o_o__a” I PUE ey 'Y
N BMBYIUS ¢ UOSAID O ¢ ¢ <
k US| ¢ RN ' glesselg
// AW | s ofjen ~ 1OIPSSEAE \
N < \
\ sto;mc____sm . 35,,8 | \\ ZomaIselo ¢ ,_
\ S1SS9]d NP UBWIOJL & { suoisiolg ¢ B0 ¢ |
\ EpNYNS o LY /
| (R .
BEEEN uos|| o -
sdepy oiqequeioy | TS \ ’
0 sanuenbulg - . , i _ /
jo sanuenbuis -9 e Moy ¢ j | sbueiy e  BHpIny e |
- Y
N | 7 P TR
|

Figure 4.2. ACA map of 75 Singularity Theory auth@l974-2000).



As part of the MDS output, ALSCAL also producegsllé¢ of spatial coordinates — two co-
ordinates for a two-dimensional mapping, threeagtinal projections for a three-dimensional
mapping, etc. The general aim of ACA is to “captas much of the original data as possible in only
two or three dimensions” for simplification purpeg®cCain, 1990a, p. 438). However, one
drawback is that the data may be “distorted” sonagvaimd the map “cannot account for all the
variance in the proximity matrix” (p. 438). 8PS$Sthe ALSCAL program provides a report on this
level of distortion with a statistic called thereds” measure and the RSQ value, or the perceafage
the total variance explained. The stress measursdful because it acts as a “criterion for
determining the ‘best fit’ between the original inpnatrix ‘distances’ and the estimated ‘distances’
in the chosen low-dimensional solution. The alfponi stops when improvement in stress falls below
some minimum value” (McCain, 1990a, p. 438).

To establish a salient view of the intellectualisture of Singularity Theory, co-cited author
maps in both two and three dimensions were gerkeiaPS Snd compared on the basis of reported
RSQ and stress values. McCain's advice was thlaeiRSQ improved with the three-dimensional
solution by 8 or more percentage points, the tidiseensional mapping could be considered the best
fit for the data (personal communication, Oct. 2800). In this study, the three-dimensional soluti
yielded a 5 percent improvement in the proportibmasiance (error) explained (i.e., RSQ).
Specifically, the RSQ for the two-dimensional autbo-citation solution was .84367, with an
acceptable stress value of .18157 (i.e., .18120800). By comparison, the three-dimensional
solution resulted in an improved RSQ value of .@8Ad a decrease in stress at .13052 (see
Appendix D for comparative results associated tithtwo and three-dimensional ACA solutions).
Normally, if an RSQ value is closer to 1, the bretie outcome in the multidimensional scaling
routine. Also, the smaller the stress, the bétiedata fit the model. Because the RSQ improvémen
for the three-dimensional solution was minimal, tlve-dimensional solution, which provided a
much clearer visual output, was chosen for integpi@ and validation. Figure 4.2 displays theafin
cluster enhanced mapping of the 75 Singularity Thaathors. Three main author groups are
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indicated by dotted lines and have been labeledrasult of the interpretative process detailed in

section 4.9 (see Figure 4.2).

4.7 Co-cited author connectedness

The connectivity ratio for the 75(75-1)/2=2,775que author pairs in Singularity Theory
was 63%. 1024 author pairings were not made aBdv@Be made only once. The lowest co-citation
count was zero and the highest count was 584 (MIRN@d WALL). The most highly integrated
authors in the set were ARNOLD (co-cited with 74erss), MILNOR (72), MATHER (71),

WHITNEY (70), THOM (69), BRIESKORN (68), WALL (68 HIRONAKA (67) and ZARISKI

(54).

4.8 Factor analysis

In addition to the clustering and MDS routines riagipal components factor analysis was
carried out to help explain certain interrelatidgpstemong the Singularity Theory authors. Factor
analyses in general allow researchers to “studgohelations among a large number of interrelated
guantitative variables by grouping the variablde & few factors” $PSBase 9.0 Application
Guide, 1999, p. 317). After grouping, the varighithin each factor (i.e., authors) “are more high
correlated with variables in that factor than witlriables in other factors” and each factor is
subsequently “interpreted according to the meaafrthe variables” (p. 317). A principle
components analysis (i.e., the most common forfaatbr analysis), seeks a linear combination of
variables in order to “characterize or accountlfiervariation (spread) of each dimension in a
multivariate space” (p. 319). The resulting fastare orthogonal, or uncorrelated.

In ACA, an exploratory factor analysis can be usedomplement a clustering analysis,

given that the cluster routine cannot illustratdtiple associations between authors — when the
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author is clustered, (s)he stays in one positifith a factor analysis, every author used as input
“loads on (contributes) to every factor, and theripretation or definition of each new factor iséa
on those authors with high loadings. Only authth loadings greater than = 0.7 are likely to be
useful in interpreting the factor, and only loadirapbove +0.4 or 0.5 are likely to be reported”
(McCain, 19904, p. 440).

A varimax or orthogonal rotation of the factor axess specifically used in this study to
maximize the variance of the squared loadings ol éactor (column) on all variables (rows) in the
factor matrix. The result is the minimization béthumber of variables that have high loadings on
any one given factor. McCain (1990a) notes thatvéirimax rotation method is most commonly
used in ACA: it produces a “simple structure” otarrelated factors compared to the oblique
rotation method, which provides a “matrix of factotercorrelations” (p. 440). The varimax rotation
assists in determining “specific facts about amais breadth” within a subject area. Singularity
Theory is known to be a fairly cohesive subjeatréfiore in selecting the varimax method the
relationship between the authors was consideredut@me of interest and not the degree to which
there was any “subject-related linkagj®ove the author level(McCain, 1990a, p. 440, original
emphasis).

Table 4.6 presents all component scores (in rosvsgdch given factor (in columns)
generated from the SPSS FACTOR routine. A cupoffit of .40 was set for the author loadings so
that the higher correlation values would be promirfaote: an exception was made for
BRASSELET, since his highest loading was a valug@2) (see Table 4.6). The scree plot, which
served as the criterion for selecting the numbédactiors is shown in Figure 6, with an arrow paigti
to the elbow on the curve where the eigenvalueessbarts to level at component 5 (see Figure 4.3).
Table 4.7, following the scree plot, is also adtteshow the eigenvalues (> 1) up to and including
component five and the percentage of variance exqilaas each factor was extracted (see Table 4.7).

Note from Table 4.6 that 36 of the Singularity Thyeauthors load specifically on one factor.
The names of the authors with significant sing#daloadings (i.e., above .80) are GIVENTAL,
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GORYUNOV, ZAKALYUKIN, JANECZKO, KAZARIAN, SEDYKH, VASSILIEV, LE DUNG

TRANG, HAMM, OKA, WILSON, GAFFNEY, DUPLESSIS, FUKUB, BIERSTONE,

KURDYKA, LOJASIEWICZ, MILMAN, BIERSTONE. Thirty-sgen of the other authors load on 2

factors or more, but SIERSMA, LOOIENGA, LEJEUNE-JABERT, and WHITNEY are notable

because they load on 3 factors above the .40 €ut-of

Table 4.6. Factor analysis of 75 Singularity Tlyeauthors (1974-2000).

Rotated Component Matrix

Givental
Goryunov
Zakalyukin
Sedykh
Gusein-Zade
Janeczko
Kazarian
Vassiliev
Ebeling
Ishikawa
Khovanskii
Bruce
Siersma
Slodowy
Mather
Izumiya
Saito
Looijenga
Thom
Milnor
Hertling
Giblin

FACTOR

1) Singularities of
Differentiable Maps:
Hamiltonian &
Lagrangian Systems;
Symplectic Geometry

0.927
0.893
0.892
0.866
0.856
0.854
0.837
0.832
0.748
0.731
0.726
0.723
0.698
0.679
0.673
0.664
0.638
0.634
0.566
0.544
0.512
0.457

2) Singularities - 3) Equisingularity
Algebraic Geometry;  (Topological and

Several Complex Analytic)
Variables and
Analytic Spaces
0.409
0.456
0.58
0.499 0.408
0.528
0.609
0.594
0.499 0.437
0.503
0.487
0.487

4) Semi-Analytic Sets  5)Analytic Algebras

and
Sub-Analytic Sets

and
Generalizations,
Preparation
Theorems; Sheaves
of Differential
Operators and their
Modules



Le Dung Trang
Hamm

Oka
Artal-Bartolo
Greuel
Merle
Dimca
Steenbrink
Pham
Teissier
Brieskorn
Tibar
Luengo

van Straten
Zariski

Lejeune-Jalabert

Wall
MacPherson
Briancon
Brylinski
Pellikaan
Suwa
Varchenko
Campillo

Wilson
Gaffney
Duplessis
Fukuda
Trotman
Gibson
Kuo
Damon
Porteous
Koike
Mond
Arnold
Whitney
Chillingworth
Fukui

FACTOR

1) Singularities of
Differentiable Maps:
Hamiltonian &
Lagrangian Systems;
Symplectic Geometry

0.471

0.426

0.549
0.485

0.588

0.468

0.515

0.546
0.518

0.51

0.405
0.44

2) Singularities - 3) Equisingularity
Algebraic Geometry;  (Topological and
Several Complex Analytic)
Variables and
Analytic Spaces
0.84
0.829
0.823
0.743
0.724
0.718
0.707
0.702
0.687
0.68
0.677
0.676
0.673
0.647
0.637
0.609
0.559 0.42
0.554
0.553
0.543
0.527
0.524
0.474
0.465
0.886
0.857
0.856
0.839
0.798
0.791
0.752
0.735
0.724
0.691
0.669
0.48 0.612
0.402 0.544
0.481
0.46

8€

4) Semi-Analytic Sets  5)Analytic Algebras

and
Sub-Analytic Sets

0.539
0.504

0.48

0.468

0.403

0.491

and
Generalizations,
Preparation
Theorems; Sheaves
of Differential
Operators and their
Modules

0.425

0.479



FACTOR

1) Singularities of 2) Singularities - 3) Equisingularity 4) Semi-Analytic Sets  5)Analytic Algebras
Differentiable Maps: Algebraic Geometry;  (Topological and and and

Hamiltonian & Several Complex Analytic) Sub-Analytic Sets Generalizations,
Lagrangian Systems;  Variables and Preparation
Symplectic Geometry ~ Analytic Spaces Theorems; Sheaves

of Differential
Operators and their

Modules
Kurdyka 0.865
Lojasiewicz 0.848
Milman 0.828
Bierstone 0.806
Aroca 0.77
Gabrielov 0.443 0.723
Malgrange 0.505 0.417 0.556
Parusinski 0.45 0.548
Hironaka 0.524 0.547
Brasselet 0.392*
Galligo 0.423 0.739
Granger 0.72
Maisonobe 0.693
Sabbah 0.405 0.486 0.554

Extraction Method: Principal Component Analysis.
Rotation Method: Varimax with Kaiser Normalization.
Rotation converged in 9 iterations.

Scree Plot
40

30 I
25
20 Selected c-off point for
number of factors (5)

10 A

Eigenvalue

1 5 9 13 17 21 25 29 33 37 41 45 49 53 57 61 65 69 73

Component (Factor) Numt

Figure 4.3. Factor analysis scree plot.



Table 4.7. SPSS FACTOR output of the total vagaexplained.

Total Variance Explained

Extraction Sums of Squared Loadings Rotation Sums of Squared Loadings
Total % of Variance | Cumulative % Total % of Variance | Cumulative %
30.727 40.970 40.970 16.194 21.593 21.593
10.253 13.671 54.641 14.384 19.179 40.772
6.693 8.924 63.565 12.057 16.076 56.848
4.055 5.407 68.972 8.391 11.189 68.036
2.833 3.777 72.749 3.535 4,713 72.749

4.9 Interpretation and validation

The interpretation and validation of th®®Imap and factor analysis is the final stage ef th
ACA process. At this stage, the research focutsdioiwards discovering “what the author clusters,
factors, and map dimensions represent in termehaflarly contributions, institutional or geographic
ties, intellectual associations, and the like” (Ma€; 1990a, p. 441). In this case study of the
Singularity Theory community, the same types ofd®ries are sought, including answers to the
following research questions: What are the resegics that comprise the intellectual structure of
this subject specialty in mathematics? Who arerththematicians that have contributed to this
research specialty and how are they intellectuellgted to one another? Can the formal cognitive
aspects of an ACA help to uncover significant infation about underlying “social” relationships?
According to McCain (1990), a number of ACA studibave been more or less intuitive accounts of

the researchers’ own subject areas, and interjmesabased on personal knowledge” (p. 441).

1 An example is the ACA study carried out by Whitel &mcCain (1998) concerning authors from the figitbimation
Science. Both authors are Information Scientlstsibmetricians) and relied on their personal kifemge of the field to
interpret their ACA results.
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As an outsider to Singularities research and tagydreeral field of mathematics, my situation
concerning the interpretative process is admittedbye challenging. | have acquired some personal
knowledge of the Singularity Theory community daearty work at the Fields Institute and to some
extent this background experience is valuable. extbeless, most of my interpretations rely on
information gleaned from mathematics publicatioesjew articles and data collected from the
MathSciNetlatabase. My interpretations are also informeallarge degree by the comments of
various interviewees: Singularity Theorists whauititely understand the intellectual structure as
insiders and who agreed to talk with me aboutdtriscture during my ethnographic research period
at the Isaac Newton Institute.

On the two-dimensional map of Singularity Theoryearch, shown in Figure 4.2, a core-
periphery structure is evident in relation to thend y map axes. Certain author nodes are located
near the center (e.g., MALGRANGE, WHITNEY, THOM)dathers are scattered towards the
periphery (e.g., ARTAL-BARTOLO, KOIKE, MAISONOBE)This structure is both familiar and
expected since most “author maps” have been sudatassshowing who is central and who is
peripheral to a field” (White, 1990, p. 103). Aath occupying central positions are relatively well
cited and those who are located around the peggkead to have low co-citation counts and are not
as well integrated into the specialty.

Axes placed on ACA maps, particularly two-dimensiomaps, are often interpreted in terms
of a “primary subject dimension” (i.e., the vertieaes) and a “perceived style of work dimension”
(i.e., the horizontal axes) (White, 1983, p. 31ih)studies based on a “soft/hard” contrast to the
research literature, or a “quantification distioati (e.g., the literature of the social sciencégijte
(1983) explains that this approach is common (f).3Among the Singularity Theorists, it was clear
that the axes were not particularly useful foridgtishing a soft versus hard or theoretical versus
practical distinction. All of the authors sharsimilar technical approach to solving mathematical
problems and all have contributed to the same gésebject area. As a result, the axes shown in
Figure 4.2 have not been interpreted and labelatihave simply been added to orient the eye
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towards the map’s central and peripheral areais. nity understanding, based on White (1983), that
“the dimensions of intellectual space as givenltprnatic co-citation mapping are not limited to
these two [categories]’ and may not be subjectethjocategories at all. For this reason, atterision
given in the discussion section of this chapteh&arrangement of mathematics “schools” around
the axes, rather than to the axes themselves {)). 31

The map covers the citing literature from 1974 tigtoto 2000. The view presented is
historical in nature — a “snapshot” of how thiseash specialty has developed up to a particular
point in time and it is not representative of catnmathematical developments. Yet within this
specified time frame, the piling up of co-citatiaasignificant enough to determine author
relationships. As White (1990) suggests, theimiahips can be observed in terms of intellectual
influence, but “many relationships other than iletetlial influence are reflected by citations, and
some influences are not captured by citations'afml94). Often it is the case that “social stuwre
is revealed, in the sense that authors belongitlgeteame organization or with personal ties véll b
placed close together on the map” (White, 198314).

The first clue to the presence of inter-authoatiehships, based on the citation patterns
alone, can be obtained from an examination of tBé& Alusters. On the Singularity Theory map,
shown in Figure 4.2, three cluster boundaries leen drawn with dashed lines. Each line was
added according to the output of the hierarchitedter analysis detailed in section 4.6. In most
ACA studies, researchers choose “a single levalébailed analysis,” therefore a cut-off point at a
“high level of [the cluster] aggregation” was sédetin order to present a “general image” (McCain
1990, p. 473).

Each cluster group derived from the hierarchicastdring procedure can be “interpreted as
and translated into subject terms for naming oeliag purposes” (White, 1990, p. 104). Within the
Singularity Theory specialty there are many sulgeets of interest and all are included in the
American Mathematical Society (AMS) Classificatg&ystem (see AMS class code structure in
Appendix E). My aim in this study was not to mirthe full AMS classification system by
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determining the ‘true’ number of clusters in Sirggitles research, but to present a general image
based on its three main (broad) subjects. Figdrdldstrates how the AMS system was used to help
determine and label the subject areas, so thautimrs attributed to the clusters may be idewctiie
the key topic area contributors (see Figure 4.4).

Papers that are published and submitted to the Adiew are assigned primary and
secondary classification codes by the individughars. InMathScithe classification codes are
indexed in a tagged field and can be ranked witH@R” command in Dialog™. As shown in
Figure 4.4, the 22 authors grouped in cluster Aewesed as input to Dialog WMathSci
(AU=MILMAN, P OR AU=GRANGER, J? etc). A ranking tiie AMS descriptors (RANK DC)
associated with this list of 22 names generateougput of the following top 3 codes: 1) 14B05
(Singularities--Algebraic Geometry), 2) 32B20 (Sandlytic and Subanalytic Sets--Several Complex
Variables and Analytic Spaces), and 3) 32C40 (Sargies-- Several Complex Variables and
Analytic Spaces). Note that for each author grolwp RANK command produced overlapping
results: Cluster A and B share codes 14B05 and @2@d Clusters B and C share the code 58C27.
A certain degree of subject overlap was expectednghat the cluster boundaries fit together
somewhat like a puzzle.

With the help of a mathematician informant (TROTM)Abe descriptor codes were then
verified and translated into broad topic labelsaistér A— REAL AND COMPLEX ANALYTIC
GEOMETRY, Cluster B — TOPOLOGY OF COMPLEX ALGEBRAKSINGULARITIES and
Cluster C — SINGULARITIES OF DIFFERENTIABLE MAPST he authors belonging to one of the
three clusters, A, B, and C, are fixed inside daster boundary, even though it is understood that
they may also have cross-boundary interests. Didgies have been used specifically to convey the
idea that the boundaries are permeable. The autimatosed within a cluster are considered to be
“intellectually similar” because they are recoguizs having contributed more to the named topic
than in any other and have also been cited in &#&otwith that topic and neighbouring authors

more often by their colleagues.



ORNDO AWM

GALLIGO
GRANGER
MAISONOBE
VARCHENKO
LUENGO
MERLE
CAMPILLO
KURDYKA
MILMAN
BIERSTONE

. LOJASIEWICZ

AROCA

BRYLINSKI

SABBAH
MACPHERSON
PARUSINSKI
BRASSELET
BRIANCON
LEJEUNE-JALABERT
TEISSIER

. ZARISKI
. SUWA

1) 14B05 (n=71)

Singularities — Algebraic
Geometry

2) 32B20 (n=66)

Semianalytic and
Subanalytic Sets — Several
Complex Variables and
Analytic Spaces

3) 32C40 (n=60)

Singularities — Several
Complex Variables and
Analytic Spaces

CLUSTER A:

REAL AND
COMPLEX
ANALYTIC
GEOMETRY

. DIMCA
. GREUEL
. LOOIWENGA

SIERSMA

. SAITO

STEENBRINK
PHAM

. BRIESKORN

. EBELING

. GUSEIN-ZADE
. VASSILIEV

. SLODOWY

. PELLIKAAN

. GABRIELOV

. MALGRANGE

KHOVANSKII

. HERTLING

ARTALBARTOLO

. TIBAR
. VANSTRATEN

ARNOLD

. WALL
. HAMM

LE DUNG TRANG

. OKA

HIRONAKA

1) 14B05 (n=141)
Singularities — Algebraic
Geometry

2) 32C40 (n=141)
Singularities — Several
Complex Variables and
Analytic Spaces

3) 58C27 (n=112)
58Cxx — Calculus on
Manifolds — Singularities of
Differentiable Maps

CLUSTER B:

TOPOLOGY OF
COMPLEX
ALGEBRAIC
SINGULARITIES

. DAMON

. GIBSON

. BRUCE

. MIOND

. IZUMIYA

. DUPLESSIS

GAFFNEY

. GIBLIN

. JANECZKO

. SEDYKH

. GORYUNOV
. ZAKALYUKIN
. GIVENTAL

. KAZARIAN

. ISHIKAWA

. THOM

WHITNEY

. MATHER

. PORTEOUS

. MILNOR

. CHILLINGWORTH

FUKUI

. KOIKE

. FUKUDA
. WILSON
. KUO

TROTMAN

1) 58C27 (n=400)

58Cxx — Calculus on
Manifolds — Singularities of
Differentiable Maps

2) 57R45 (n=88)

57Rxx — Differential
Topology — Singularities of
Differentiable Maps

CLUSTER C:

SINGULARITIES OF
DIFFERENTIABLE
MAPS

Figure 4.4. Cluster interpretation using AMS Ciasstion.
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BRUCE, MOND, GIBLIN, GIBSON, PORTEOUS and DAMON rfexample, are
intellectually similar because their common reseamterests are relevant to the topic “Singulasitie
of differentiable maps.” All have been recognifedtheir contributions to this subject due to the
piling up of co-citations made by their colleagudRROTMAN, WILSON, FUKUI, KUO and
KOIKE are also perceived as being intellectualiyiir, due to their work on stratified sets. Thisre
yet another grouping of authors on the left-hade sif the map, which includes SABBAH,
MAISONOBE, BRASSELET, BRIANCON and MACPHERSON. Heeauthors are linked by their
contributions to the study of sheaves of diffe@ntiperators and their modules, stratifications,
constructible sheaves and intersection cohomology.

For the most part, the subject groupings make séaseever, a few inaccuracies appear with
respect to the proximity of the author nodes. HNR®A and BRIANCON, for instance, are
mapped in close proximity (in fact their nodes s¢emlmost intersect) and at a glance it would be
easy to assume their “closeness” is more signifittean that of every other paired author on the.map
This is not the case. With these two author ndthese is evidence that the map has been distarted
little by the two-dimensional solution. On a thdimensional map, their true relationship to one
another might have been better represented irBIREBNCON would have been pulled upward or
outward into three-dimensional space, placing lira more peripheral position apart from
HIRONAKA.

At the core of the Singularity Theory map, neardiassing of the x and y axes, nine authors
have been highlighted in bold font due to theiatigkly high co-citation rates: ARNOLD, MILNOR,
MATHER, WHITNEY, THOM, BRIESKORN, WALL, HIRONAKA amn ZARISKI. These authors,
from both the perspectives of a bibliometrician argiter, are viewed as central figures. A revigw
their individual research profiles helps to elutéthe meaning behind their intellectual positiand
explain why the other Singularity theorists tendite them often.

According to Durfee (1999), BRIESKORN'’s and MILNGRontributions are rooted in the
“wonderful interaction of topology and singularityeory, which began to flower in the 1960s” (p.
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417). In 1965, BRIESKORN “made the astonishingokgry that certain simple equations define
sets of complex zeros whose intersection with @&sphround a singular point is one of the exotic
spheres of John MILNOR - topologically a spheré,viith a different differentiable structure”
(Trotman, 1999, p.867). MILNOR later proved “arfiion theorem” that was considered
“fundamental for much subsequent work” (Durfee, 9,98 427). Durfee notes that “this theorem
together with its consequences first appearedihyapublished preprint, which dealt exclusively
with isolated singularities. (A full account ofistwork was later published in the bo@&rigular
Points of Complex Hypersurfagewhere results were generalized to non-isolaiegigarities)” (p.
427).

Oscar ZARISKI is recognized for developing “an &igic theory of singularities of complex
algebraic varieties” and for proposing “a theonegtiisingularity” (Trotman, 1999, p. 866). Trotman
explains that equisingularity “concerns the corgumar of different notions that make precise when
two singularities are ‘the same’ (p. 866). HIRONAK significant contribution, based on
ZARISKI's influence was to “generalize what ZARISKad done to prove for dimension =3 the
theorem concerning the resolution of singularitiesan algebraic variety. HIRONAKA proved the
results in any dimension,” and was awarded thedEikledal for his mathematical achievement
(Fields Medal and Rolf Nevanlinna Prizes, 2002).

Due to the research of WHITNEY and THOM the conadpstratification” has become
“central to Singularity Theory: one decomposeslggalaaic variety into smooth varieties, defined by
algebraic invariants, around which the topologyagrs locally constant” (Trotman, 1999, p. 866).
WHITNEY was senior to THOM and was close to the ehdis career when THOM'’s career was
beginning; however, there was a certain amounésdarch influence between them. For example, in
1955, WHITNEY, “proved that for differentiable mapgs of the plane into the plane there are only
two types of stable singularities, the fold and¢hep, and he showed that a generic mapping has
only singularities of these types concerning tingsliarities of differentiable applications” (p. §66
A year later, THOM “proposed a theory of singuiastof differentiable mappings between

9€



manifolds. He emphasized the notions of generanity stability, defined and exploited transvergalit
and studied the homology of critical sets in oitdepbtain global topological invariants” (Trotman,
866).

MATHER's research, which was influential during tlage 1960s and early 1970s in the
U.S., England and in Japan, led to the solutioa pdrticular problem arising from the work of
THOM. MATHER “proved that almost all mappings ith@mensions are topologically stable. In
order to do this, he developed a rigorous versfadhetheory of stratified sets and mappings of
THOM, proving in particular that the local topologgmains constant along the strata of a
WHITNEY stratification” (Trotman, 1999, p. 867).

Vladimir ARNOLD is recognized for having “pursutite classification of singularities of
mappings” and for making “prodigious calculationsaiseries of articles from 1968 to 1984”
(Trotman, 1999, p. 866). With his students in Mmgche “obtained an impressive collection of
results, using singularity theory to generalizedhastics of Huygens and Newton, as well as the
mathematics of Lagrange’s mechanics. They prodlstsdof various types of singularities, for
example, singularities of functions and generiggarions of surfaces” (p. 866).

WALL, another author occupying a central positiontbe Singularity Theory map, has been
involved in this specialty for many years. Althéugcognized mainly for his work in the area of
geometric topology, J. J. O’Connor and E. F. Ramertndicate that “he has made substantial
contributions to the study of singularities, esplgiisolated singularities, of differentiable magrsd
algebraic varieties” (The MacTutor History of Mathagtics archive. Charles Terence Clegg Wall.
2002)

Among all the authors included on the map, MILNGRRONAKA, and THOM, are

distinctive because they have one achievementrimumn: all were awarded the prestigious Fields



Medal® THOM received the award in 1958 for inventing aledeloping the theory of cobordism in
algebraic topology. MILNOR was a medal recipieni962 for “proving that a 7-dimensional sphere
can have several different structures” (note: lgisto the creation of the field of differential
topology). As noted previously, HIRONAKA also warmedal in 1970 for “generalizing the work
of Zariski and proving a theorem concerning thelégn of singularities on an algebraic variety”
(Fields Medal and Rolf Nevanlinna Prizes, 2002hg8larity Theory research has therefore
benefited from the work of great mathematiciansathrematicians who have not only made
significant contributions to this specialty butdiher related topics in algebraic geometry, topplog
and catastrophe theory, and to mathematics resgagemneral.

To complement the results of the CLUSTER map, € FOR procedure provides yet
another type of ‘birds-eye view' of Singularity tivg — a view without (cluster) boundaries and one
that indicates which of the mathematicians haavéted’ frequently to different regions inside thei
own ‘country.” The country metaphor is introdudeste given that one of my interview informants
indicated to me that the Singularity Theory reseamecialty "is so large... | don’t know how...[to
explain it]. It's like if you are in a big countgnd you change direction in that country, but o
still in that same country” (LE DUNG TRANGY.

Traditionally, the results of an ACA FACTOR proceel(i.e., author loadings) are used to
name a factor according to a specific topic orectbj In the case of Singularity Theory research, i
was difficult to accurately label (interpret) edalbtor because most of the authors generated low
correlation values (i.e., between .4 and .5).ightlof this, McCain’s (1990a) technical advice was
taken into consideration and a decision was maftectss on the higher correlation values (i.e.,

values closer to .7 and .8) for the labeling precdsach factor label, shown in Table 6 was

2 The Fields Medal was named in honour of Profeds6r. Fields, a Canadian Mathematician who wasebeetary of the
first International Congress of Mathematicians tetlthe University of Toronto, Ontario in 1924.

31n all instances where an author is identifiechwigspect to a quotation or piece of transcripgve been
granted permission by that author to use his/herena
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determined as a result of an author search (AU=B or C etc.) and a ranked classification code
search (RANK DC) in Dialog ™MathScifor the research topics that the grouped autrenre in
common with one another. The top codes that cgrasia result of the ranking process were used
specifically for labeling. Given the changing bist of the AMS class code system it is important to
note that authors who published predominantly dutiire 1950s and 1960s may have assigned older
codes that differ from the ones used in more regeats. This means that the labels were biased in
favor of the more current coding system.

To some degree, the factor labels are reasonabtyigéve. For instance, the link between
KURDYKA, LOJASIWEICZ, BIERSTONE, MILMAN, etc. (i.e.all authors loading under Factor 3)
is meaningful because the topic “Semi-analytic aats Sub-analytic sets” appropriately describes the
grouped authors’ shared research interests. Outhiee hand, there is some uncertainty as to whethe
or not the label for Factor 1 is fitting: “Singuities of differentiable maps.” The grouped authors
associated with this factor are not entirely simié&and may not be considered closely connected to
one another on the basis of this topic definitimma’* Perhaps the topic label is too general or
vague as a descriptor, but it is also likely thatré is another underlying factor altogether that i
contributing to their grouping. With this type @fploratory analysis it is difficult to know for tain
what the underlying factor is.

THOM and WHITNEY, who are well recognized in terofgheir shared research interests
and known for their influence on one another, doappear together under one specific factor.
THOM'’s name loads predominantly on Factor 1(valuB&6), while WHITNEY is associated
predominantly with Factor 3 (value=0.544). Neveltiss, the two mathematicians still share a
common link to one another with correlation measwneder Factor 1 and Factor 2. Overall, the

correlation coefficients for both authors are ratigularly high (ie., ranging in values from .4@2

4 This information was related to me by my key infiant (BIERSTONE), who has a more intuitive underdiag of who
the mathematicians are and the potential relatipedietween them because of the work that they Hawe over the years.

9¢



.566). What the measures seem to suggest idalvdb mathematicians are similar in terms of their
general impact on the development of the overaliaech specialty, as opposed to being closely
aligned with one another at the juncture of ongesuib During a conversation with one of my
informants (BIERSTONE), | was told that WHITNEY améiOM (mainly due to his theoretical
contributions) could be considered the most impantaathematicians to the development of
Singularities research. Based on this commentinteypretation is that the factor loadings seem to
be ‘mirroring’ to some degree the two authors’ wydecognized influential positions.

SIERSMA and LEJUENE-JALABERT, like WHITNEY and THOMre additional authors
with more than one factor loading. Yet based @tistory of their research, which is not as
significant as WHITNEY’s or THOM's, the interpreia of their positions is likely that they have
not developed fixed cognitive identities. Thesthats are not closely aligned with one particular
topic, thus may be viewed as ‘territory travelersathematicians who have taken an interest in a
variety of topics within the whole of Singularityh&ory research. During a one-to-one interview with
SIERSMA, | specifically asked:

I. Is it true that you have focused on the samseaech area... that you have
done most of your research in Singularity Theory?

R. In my case, | have focused on this [re: isdl@iagularities] and I've been

in the field... uhm... I've also of made of course sarheices of what to do

in the field, not always on that...

I. Yes, but would you say that your work buildsmwat you have done on the past?

R. Yes, of course, but at certain moments yowsgete new ideas and you focus
on other things...

By contrast, other mathematicians, like LE DUNG TNR&, HAMM, WILSON, and
GAFFNEY (to name a few) have very high correlatiatues associated with one factor (over .80).
LE DUNG TRANG's profile in the factoring routinegf example, indicates that he is perhaps one of
the more cognitively ‘identifiable’ authors in Simgrity Theory. By this, | mean that his colleague
tend to cite his work frequently in associationhatibpics linked to the Singularities of differeruia
maps. He seems to be perceived by his colleaguleavéng demonstrated over time a fairly focused,

10C



in depth style of contribution. When | spoke with DUNG TRANG during our interview, he
indicated that he has been following a “classiiced’lof research. He also mentioned that he has
been involved in “other things,” but when | askpédfically whether he would identify himself
mainly as a Singularity Theorist, his response thadollowing: “Well ya. Surely. I've made most
of my career in this field, from the stért

In sum, the factor analysis is useful in that d\pdes a general picture of who the research
‘travelers’ are within the intellectual structureSingularity Theory and who are not. Some authors
appear to have crystallized cognitive identitieselation to one topic area, while others have been
cited in connection with a few different topics. factor analysis provides certain clues about the
relationships among the authors; but, becausexgforatory in nature an important question i sti
left open for discussion: Do the author groupirggnsin both the factor and cluster results reflect
only a measure of subject similarity, or is thdsmanother “factor,” perhaps a social factor

influencing the observed patterns?

4.10 Discussion

The question of whether or not bibliometric stisdian reveal information about underlying
social relationships among authors is not new asdbeen raised previously by Whitley (1974),
Edge (1977), White (1990), Lievrouw (1990), and encacently by White, Nazer and Wellman
(2004). Whitley's (1974) idea was that “there e types of institutionalization in science: two
aspects of scientific activity which are pattertedarying degrees, the cognitive and the socpl” (
71). The two types, he explained, need not beratgmhsince it can be “fruitful to analyse the
differences in the extent of coherence and cohdsatween intellectual products, their mode of
production, and the social circumstances surrogntfieir production, evaluation and revision” (p.
71). Whitley was not a co-citationist; howevers hiew of the two types of institutionalization in

science is still of interest to scholars, partidylamong those who use bibliometric and socioroetri
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techniques to examine both the social and intel@ctructure of scholarly communities. White,
Wellman and Nazer (2004) for instance, proposte‘ttii@rs and citees often have interpersonal as
well as intellectual ties” even though “evidencetfus belief has been rather meager” in past years
(p. 111). One of the main reasons for this is thatial networks researchers have lacked
bibliometric data (e.g., pairwise citation counteni online databases) and citation analysts have
lacked sociometric data (e.g., pairwise measures@fiaintanceship)” (p. 111). Recently, the joint
authors asked: “does citation reflect social stme?” in a study that explored the links between th
inter-citation data and social and communicatici@ ada group of 16 international human
development scholars from different disciplinesie®f their findings was that “scholars who cited
each other (interciters) communicated more thanintanciters” (p. 111).

In the present study, the extent to which the Sargy Theorists are both intellectually and
socially connected is also of interest. The aiasdal on the conceptual framework, illustrated in
Chapter 1, is to demonstrate that this mathematibgect is not just a specialized area of rese@mch
intellectual structure), but also an invisible egk (a social process). Author co-citation analigsi
used to help investigate the meaning of this concep

Edge (1977; 1979) a noted “non co-citationist” hegued that the main drawback of citation
studies (including ACA) is that they deal only withrmal levels of scientific communication and
omit other aspects of influence or impact relateiciformal communication. According to Edge
(1977), one should not assume that “the citing ahd C together by A implies thatAis
perspective, the work of B and of C are reldfeecause "strictly speaking" a co-citation mapyonl
reflects the perceptions of authotgp. 242, original emphasis). His strict advioecb-citationists
also was to not act “as if co-citations B and Cenveridence tha and C are related by
communication tiésor assume that "the authors ‘clustered’ by catiih aranteracting groups (p.
242, original emphasis).

In defense of ACA, White (1990) explains that thecb-citationist would not hold that the
work of B and C are necessarily related merely beea cites them in the same work. It is the
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piling up of co-citations—the fact that their count otiere exceeds a certain threshold that indicates
a relationship” (p. 96, original emphasis). Moreg\co-citationists do not generally make a habit o
assuming communication ties or the existence afquel interaction among clustered authors: “no
one believes that cited authors in clusters aressegily in personal communication”, but “as ittur
out, heavily co-cited authors often do have perscor@munication ties” (p. 96). In effect, the
conscientious researcher who uses ACA is one wsm“alcorporates traditional subjective methods
by looking for communication ties among authorgrfiustering them—for example, by

interviewing the real people involved” (p. 98).

Lievrouw's (1990) article provides further suppfmt White's (1990) defense. She agrees
that “bibliometric techniques are important becathsy give analysts the ability to crystallize
abstract ideas into concrete forms.....By allowiregg@archers] to construct ‘maps’ of documents,
bibliometrics gives a systematic glimpse of the ommication acts that produced the documents in
the first place” (pp. 67-68). A “systematic glisgd refers to the idea that different levels obimhal
communication may be brought to light through fartimvestigation. ACA maps are most useful
then if bibliometricians consider them to be natiyzal tools. As Lievrouw indicates: “we know
that [a] territory cannot easily be navigated witha map and that [a] map is meaningless unless the
traveler can interpret it” (p. 69). With a bibli@tic map in hand, the researcher can set out to
explore underlying facts concerning past and ptaséetionships within a research community. The
map can be a traveling aid in that scholarly teryitwhere “fieldwork techniques [i.e., interviews;
participant observation] typical of ethnographiedi¢s of communication” may be used to gain more
“interpretive power” (Lievrouw, p. 68).

Throughout the ethnographic period of this study,awn ACA map of Singularity Theory
became an important navigational tool. While Ihiveisrviewing the mathematicians at the Isaac
Newton Institute, | presented each informant witopy and invited them to make comments. Most

of the interviewees were genuinely interested andiged me with detailed responses. Some were
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even curious about the bibliometric procedure aadted to discuss the nature of citations in
mathematics. LE DUNG TRANG, for example, said fibilowing:
the only thing which | would agree with is that whgou cite people it could be
either because they are similar... or becausedbnsr roughly speaking disjointed
ideas... So its a big danger if you do it liketthacause you just mixed up two
precisely opposite situations of their similarities
He also put forth the idea that

citations are flat... flat [as in] without real wetgl®f course it is easier [to use them],
but it makes a distortion of the real importancéhafigs.

As we proceeded to discuss his idea of citaticatritss," he explained further that MILNOR’s work
published in the mid-1960s was cited frequently stiltlis today because it is foundational:

[When a mathematician writes about] the Milnor nemfit usually becomes] an

obvious thing to quote Milnor, [but in a sensaihot so meaningful like something

else.... It is good to record the foundations anddbas come from there and |

don’t say the contrary, but | think you have todaeeful... A reference to the

foundations is different from a reference to a dedipk [that occurs between

the citing and cited work and between other citeclidhents in a bibliography].

LE DUNG TRANG’s comments open up an important poindiscussion given their
obvious connection to the argument that was madedgye (1977). Again, it was Edge (1977) who
said that one should not assume that “the citing ahd C together by A implies thatA’s
perspective, the work of B and of C are relatéd. 242, original emphasis). If we focus on taet
that LE DUNG TRANG's explanation refers to MILNORdthe repeated citing of MILNOR'’s
works, an argument can be made that fits morenawith White’s (1990) view of ACA. Over time,
a piling up of citations to MILNOR has occurred base mathematicians agree that it is important to
recognize the foundational aspect of his reseafcha result, MILNOR occupies a central position
on the Singularity Theory map. This means thatIMIIR’s position does not have to be interpreted
in terms of a deep intellectual connection to tlekwof other authors in proximity — the extent to

which MILNOR and author A or MILNOR and author Beagimilar is not considered here. The

ACA interpretative process in this study gives mooasideration to the background history of

104



MILNOR's research in Singularity Theory and his miecontribution, which has made him a well-

recognized mathematician.

With respect to my interview with LE DUNG TRANG,i# interesting to note also that when

| referred him to his author position (by pointiregthe map), he indicated a nod of general agreemen

and gave the following statement of recognition:

All the names | see beside me... | know who they ar

His recognition led to additional comments abostddllegial relationships, both intellectual and

social:

| would surely be linked to Teissier ... and Hamm. tuatly we've worked together...

A third of my work is really intimately linked to Nhor... and the other part is ....
[pause]... for instance, | have used quite a lot bitihey theory. | didn’t prove anything
in Whitney theory, but | have used it ever sinbave worked with Teissier.

In another interview with MOND, the ACA map initeat a conversation about a past

working relationship with DAMON:

I. I've got you clustered with these names haemg,f in the top left corner of the map,
and I'm wondering if you see yourself or your waskbeing intellectually similar to
these other people?

R. Well, with Damon certainly....I've recently workedth him... I'm very much
influenced by Damon, by some joint work we did tibge, and | guess that we wrote
a paper together which must have come out abodt, 1@8ich | think was influential
to both of us....

I. So where did you first meet one another?

R. In Liverpool. | was a graduate student from-782, and he visited Liverpool for

a year during my first year there. It was unfortiehathe year in which | couldn’t do
anything, so | didn't get very much done, excegt tte kind of made friends.... He's a
very easy guy to get along with....

Likewise, my interview with SLODOWY provided additial insight into the history of his

intellectual and social connections to THOM, BRIESRN, SAITO and EBELING:

I. So who was your Ph.D. thesis advisor?

R. Oh yes... that's interesting. The point id then | was studying | was somewhat
independent. The German system was very freegsmuld choose what we

wanted to do. Well, you had to do some examinatairtimes, but otherwise

you were rather free. So | did a diploma in grthegory with [supervisor name]...
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maybe you know the name? So that is where | leagnaup theory. On the other
hand, at university | got interested in the appiice of Singularity and so | got

to learn the work of Arnold and Brieskorn... andrthwas Thom... and | just studied
it for myself. | taught myself... that subject tgself and | saw that | could work in
the field.

I. So you read the books of Brieskorn and Thom?
R. Yes... yes.. yes... |did this on my own feample.
I. And you had never met them or had contact thiém?

R. No, no. Butthen after the diploma... [supsovj was a very open person and
he said well if you don’t want to go on in grougdhny, why don’'t you go and visit
Thom!

l. Ah... Ok...

R. So he organized a one year stay at IHES.méoto be near Thom. So | got to
know Thom ... to talk to him on a very personaklev not very technical and

it was interesting because it was more on a philbgal level, but it also taught me
... [pause] ....well | cannot follow Thom's ideas hase they are too philosophical..
He was too much of an abstract thinker... meta y®teknow... so that is why |
found it at this time in Paris very interestingstee the diagrams of the Singularity
side and the group theory side and | said... ©dan’'t understand that, and there
were not many people understanding that so thaltysl wanted to understand [it].
Fortunately | got an assistant position in Germarnyouthern Germany and these
people were not interested to tell me: ‘Do thi@d@hD.” They said: ‘Maybe this
guy can do it himself,” so | in some sense, fromdievelopments of the time | followed
the subject myself to work on Brieskorn’s theorem....

I. And did you have some occasion to meet witesRarn?

R. Atthe end, when the main steps of the proagkEwlerough he invited me to Bonn
and | gave a talk and he said: ‘Oh! You should icort that!,’and that was a sign

to my home university in Southern Germany. Thayteid: ‘Oh you do your PHD
on that" So they gave the green light. Beforythad no idea of what | should
work on...[pause] .. well,” | shouldn’t say no idé&gey just left me thinking about my
problems and then when Brieskorn said ‘Oh thatty wgeresting’ and | couldn’t tell
anymore about how to do it ... and you shouldtdo.i you should do it.... and that’s
how it became my PhD.. So in that sense | didameha direct supervisor of a PhD

I. But you had people who were obviously inflientiamely Brieskom...

R. Yes and the other one, that guy called [namghve me the freedom to work on this...
I. So he was a kind of advisor?

R. Yeah he was the formal advisor, but finally Bkiern was the external referee.
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I. Itis interesting that Brieskorn had this inflaice on you. Do you agree then with your
position on the map?

R. Let me see that again....
[. Your name is here and Professor Brieskorn i&hé&aito is here...

R. Yes. | mentioned Saito because he is much steuién similar questions nowadays
and also at that time...Where is Arnold?

I. Further up...

R. Well yes there are different interests....butlendther hand....[pause]...Where am 1?

I. Brieskorn is in this cluster and you are here...

R. Oh... there... there... Ebeling... Ebeling is a studdémrieskorn and we had much

contact. | would say that I've referred later toeling, but maybe conversely Ebeling has

referred more to me. Definitely he was at the Biges school and after... after Southern

Germany and after the PhD, | got an assistantiposit Bonn University. Not under

Brieskorn but in the neighborhood of Brieskorn) seas participating in Brieskorn

seminars then in 1978, so | had contact for 5 ywi#tlsEbeling.

I. So this [the mapped position] makes sense?

R. It makes sense, yes.

Clearly, what this transcribed interview data shasmhat even if the static and formal quality
of an ACA map is not suitable for making assumpiahout informal communication, it can still be
used to uncover facts about social histories: fdoesmight otherwise not have been consideredt Ju
as a sailor uses a chart to navigate the oceamttrgiewer too can rely on a map to navigateheis/
way across a sea of background stories. With otspeny own interview experiences and the
stories related to me by my mathematician informarfiound that the details uncovered tended to
coincide well with the observed patterns of codrikess. The Singularity Theorists who were linked
together by their citing colleagues (i.e., thenglup of co-citations) often commented on more
significant relations with each other beyond that@n level: relations based on informal interacs
as research advisors, university colleagues aeddsi.

Some of the social connections among the Singul@tieorists were developed during

international meetings (e.g., MOND and DAMON metidg DAMON's visit to Liverpool in the
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late 1970s), but many were also developed withénctimtext of nationally based “schools.” A
“school” in mathematics can be difficult to pinpibut if given a definition it may be describedaas
group of mathematicians who work within the saméehmimatics department and/or cluster of
university departments located near one anothtfieisame country. Members of a school have the
same research interests, attend research semimhenigage in frequent informal meetings (e.g.,
casual discussions in front of a blackboard) bex#usy live and work in close proximity. A
“school” is typically formed due to the researchiuances of a formidable leader, but if not, it may
include at least one significant senior researandrwork processes based on an identifiable
intellectual style.

In conversation with TROTMAN, | discovered that itheernational Singularity Theory
community is rooted in a few national groups thagghthbe considered mathematics “schools.” For
instance, there is a “French School,” which devetbgue to the influence of TEISSIER, LE DUNG
TRANG, PHAM, HIRONAKA and THOM. This school currépincludes PHAM's students,
BRIANCON, MAISONOBE, GALLIGO and GRANGER. Thereadso a Russian School, known
mainly as the “Arnold School” in Moscow, which igite large and has extended to Paris France,
where ARNOLD currently has another appointment. ARM'’S students include GORYUNOV,
VASSILIEV, GUSEIN-ZADE and GIVENTAL. In the Unite8tates, the mathematicians influenced
by MATHER were GAFFNEY, DAMON and WILSON. The “Gean School” descended from
BRIESKORN, and included HAMM, GREUEL, EBELING andl@GDOWY. The pupils of Nicolas
Kuiper in Holland were SIERSMA, LOOIJENGA, STEENBWR{, VAN STRATEN and
PELLIKAAN. Currently, there is a “Japanese SchdolReal Singularities that is thriving and has
descended from the work of FUKUDA who was in Paiith THOM in the early 70's. KOIKE,
FUKUI, IZUMIYA are part of this Japanese group. England, WALL has had a big influence, and
some of his students were DUPLESSIS, TROTMAN, BRUGBLIN, and MOND. Also, the

“Krakow School” in Poland was led by LOJASIEWICZdimvolved quite a few students, including
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DIMCA (personal communication, April 11, 2000)ig&re 4.5 marks the approximate location of
these mathematics “schools” relative to the axetheACA map (see Figure 4.5).

Various “schools” in mathematics tend to be strgragfected by the national research culture
in which they were developed. The French schoat@éthematics, for instance, has a different
meaning than the Russian school. BIERSTONE expteihat

when you speak about Arnold’s School [in Russtadntit's really a school in

the traditional sense of the word school: a groupupils who learn under

the master. But when you talk about the Frencb@clyou don’t mean

that at all. What you really mean is the FrendlyléS of doing mathematics.

In particular,

Arnold’s school is distinguished by the fact thattimself was such a powerful

personality, not only a powerful intellectual figuin mathematics, but a

powerful social personality in the organizatiorRafssian mathematics.... and

he ran a seminar which had a huge participatiorbamdght many people

together every week to spend, you know, six or sémeirs to talk about

specific problems ... so that's a school that wasgia structure by the force

of his own personality.

BIERSTONE's further reflection on the term ‘schoats that he could not be sure

it would be really correct to speak about the Rgchool of Singularity

Theorists, because it was too small a group tdyreahstitute a kind of

identifiable intellectual style, like you could @itiute to the French.

My comment following this statement was that peghiapSingularity Theory there is really
only one traditional school, namely the “Arnold soh” | also commented on the notion of social
circles in mathematics: “suppose we use this iaatead to refer to some of the nationally based
research groups?” BIERSTONE agreed that the temmalscircle might be more meaningful,

because in the traditional sense of the word “skhbere is usually a central figure who represents

the main intellectual focus.
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WALL's relationship to the social circle of matheticzans that he worked with is of interest here
since he

influenced a lot of young in England to go intoa@ilarity Theory, even though
[his] main contributions, his own main contributsoare not in Singularity Theory.
They were in topology, before he went into Singtyarheory. But he

did influence a lot of young English people to ot the subject and those

were the people that formed these Singularity gsan places like Liverpool.

But certainly it was not a school again with thene&ind of, you know...

both intellectual and social structure that Arnslgéhool had [BIERSTONE].

In my interview with VASSILIEV, a former student ARNOLD, | obtained some valuable
insight into ARNOLD’s personality and the role tlinet played as a school leader in Moscow:
I. Arnold has a very close group of people, a stld people....

R. Avery great school! About 50 people... Mangpjple here are direct
students of Arnold ... but now he also has anotheoalcn France. ...

[VASSILIEV names several mathematicjans

I. What are the qualities or characteristics thave contributed to him becoming
a leader?

R. Qualities?
I. He must have influenced many people...

R. Yes, yes very much! It's a fine question. @lchis a very influential person
and he knows very much. He's interested very matiadly in everything.

| think that when he sees that somebody says samrdswhat he doesn't
understand, then he considers himself challengddras to understand.

[If there are some] people who can explain [whatvaets to understand]

he invites them to a seminar and so he tries tenstand it.

I. Yes. Are his lectures very lively?

R. Yes. He is of course, but even if somebody islslelivering [the lecture]
he will sitin, ... and then if there is a situatiwhich nobody does understand,
immediately he begins to say "What does it meand"8hat form would
[inaudible]?"

I. So even if he's not the speaker he's verydntse?

R. Yes, yes, yes, very much. His presence is yeppitant... even if he doesn't
speak himself. Also he writes books and texts wkeicerybody must read and
....comment on.... [inaudible] ....He has written inttieg problems

but didn't answer.... [inaudible]... What is happernimdis absence | would
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consider as a sign of an energy crisis...

[VASSILIEV comments on Arnold’s absence from th® 3gularity Theory program
at the Newton Instituie

I. There's an energetic crisis? A crisis in energyhwitm being absent right now?

R. Yes, yes, yes. He is absent... if he is absefihaudible]

I. Your perception is that if Arnold were here, he ldquarticipate in the seminars?

R. Yes, yes. And he... | think he would join thend &stablish good relations ...

I. He would be promoting interaction?

R. Yes.

KAZARIAN, another former student of ARNOLD, was almstrumental in describing what
it was like to be part of the Moscow school:

I. ... maybe you could tell me something about his [Arsplghilosophy of

teaching and philosophy of doing mathematics. ésetlsomething distinct or special

about doing mathematics, within the Russian comypimicomparison to other

mathematicians?...

R. Yes, well | suppose you read some of Arnoldfsepson this subject ...
about mathematics.

I. Yes.. | know he has written some papers on teachathematics....

R. Yes, yes...you certainly should read it. | coubd repeat it, but some ideas
are that the relation between the advisor andttitest, it's more close in Russia.

l. Yes?

R. They are ...you're really friends.

l. Yes?

R. And the situation is not formal, it's extremglformal... and so from the very
beginning, the first year students who attend émisars, ....they ask questions and they
discuss, there is no problem to ask some profedsmut some silly question and the
professor is ready to explain something and thiery usual. Students begin to work
very early. And the first papers appear when thieyirathe second or third year.

I. They publish papers in the second and third year?

R. Yes, yes. They publish papers, they give tatkseminars ... just like all other
participants.
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I. Does Arnold co-author papers with his students?

R. Usually not.

I. Not usually?

R. Usually not, but | would say that Arnold... whewas a student at that time, and
some people around me, he had more time to spehi atudents. Now he is busier,
but at that time it was like a first paper writteynthe students was completely re-written
by Arnold. | would claim that Arnold wrote everyovd of my first paper.

I. Why was this? Was it because he helped you, odweatk closely with you?

R. Well ... I proved some theorem, | got some resuktsplained this to Arnold and |
made the talk, but when | began to write the pdaperas awful. | didn't know how to write
the paper.

I. And you were writing in English or in Russian?

R. Russian. Russian.

I. So he helps you organize...?

R. Yes the problem is not the language. The proligeim organize the thoughts.

I. Yes. So you would do the mathematics and he welfdybu to organize the
thoughts on paper?

R. Yes, yes.

I. And... but then who would have received credit? 8@é#per would be yours
or it would be Arnold's...in the final publication?

R. No, no. The paper is my paper.
. It's published with your name only?

R. It's published with my name, of course | put s@uknowledgements to Arnold,

but still it's my paper. But it was really complgtevritten by Arnold. Not exactly, |
brought some draft to him, and then he wrote orbtek, paper, on the back side of the
paper, his comments. And the amount of these cortsmeTe 2 times longer than the
volume of the paper. And his comments were abauesdeas how to write papers.
Some citations of some Russian writers, some jakesso on, and so on.... informal.
Then | re-wrote the paper according to his remarigthen he made the same things.
So it was several times, about 3 times | re-wrogepgaper and he was still not satisfied.

I. So,in...
R. And this was like that, this is like that, itdgens in many schools in Moscow.

The same thing told by Arnold is that his first paas written by Kolmogorov.
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I. And Kolmogorov was his advisor?
R. Kolmogorov was his advisor and so on.

I. So it's a kind of tradition... it's common in the §tais school. So then what happened
to you afterwards? Then you learned from him howotstruct a paper, and...

R. Yes, he..
I. ....and now do you still send him your papers and diseu

R. Yes, yes, sure, but yes, he told me that hellysaakes things like this with his students,
but only once.

ARNOLD’s energetic personality as a seminar leaahef research supervisor became evident
to me in my separate interviews with VASSILIEV aflZARIAN. Unfortunately, | did not have
the opportunity talk with ARNOLD or observe hisaraictive work style during the Singularity
Theory program at the Newton Institute. Howevaerjiiy my employment term as a Program
Coordinator at the Fields Institute, | was a mendfe¢he scientific support committee that helped to
organize the Arnoldfest conference in honour ofé@i8birthday. It was then that | recall attending
one of his lectures and noticing his engaging sanstyle. The lecture hall was completely filled
(i.e., standing room only) with people eager torhnda talk, including many of his former students
who had traveled from Russia and parts of EuropgeNmrth America to celebrate his mathematical
contributions. Following the Arnoldfest conferenagoroceedings volume was published jointly by
the Fields Institute and the American Mathemai®atiety, which included a picture of the
participants as well as some images of Vladimirdddnwho was photographed ‘in action’ at the
front of the lecture hall.

To conclude this discussion, it is essential no¥otms on my broader understanding of
Singularity Theory and its relationship to the sille college construct illustrated in ChapterThe
overall purpose of carrying out an ACA, includifg tcomplementary FACTOR procedure, was to
establish a reasonable view of the intellectuaicstire of Singularity Theory: What are the toplatt
comprise this research area? Who are the mathéamationtributors and how are they intellectually

related to one another?
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In terms of discovering answers to the above qoestithe ACA procedure was effective,
because it generated a historical ‘snapshot’ fatysis. On the ACA map we can see: a) who the
central figures are (the ‘intellectual stars’) taglarities research, b) how Singularities rededuas
evolved into a reasonably cohesive structure (68aectivity ratio across 2,775 unique pairs) and c)
clusters of identifiable topics that have been tged by frequently recognized (co-cited)
contributors. Since Singularity Theory is a faiclyhesive structure, one element that would make it
an invisible college is certain: we know that itisnature and evolving subject specialty.
Nevertheless, it was noted previously that an ibléscollege can exist within a subject speciabityt
a subject specialty is not necessarily an invisiiolkege. How do we know then that the Singularity
Theory specialty functions as an invisible collegé@re the third research question becomes
relevant. Can the formal cognitive aspects of arAA@Ip to uncover significant information about
underlying informal relationships?

ACA cannot in and of itself provide a sufficientdigfor assuming underlying informal
social interaction; however, it can provide clusgs@awhere the researcher might look for these
details. An ACA mapping of Singularity Theory etefore a good starting point for exploring the
individual histories that make up the inner worldrgf an invisible college. It is a technique tba
be used with other research techniques, partigulaérviews, participant observation, and social
network analysis, to ‘peel away’ the layers. Tatowe with this ‘peeling away’ process, the next
chapter will now examine the patterns of collabiorain Singularity Theory and compare these
patterns with the ACA. Collaborative work, bothtémms of its formal and informal manifestations
(i.e., co-authored publications and casual disoass3iis vital to mathematics research and can

provide further insight into how the Singularityddry community functions as an invisible college.
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CHAPTER 5: CO-AUTHORSHIP AND COLLABORATION IN
SINGULARITY THEORY

In this chapter, a social network approach toitwibétric data is used in connection with
ACA to determine if there is a relationship betwé®smintellectual organization of Singularities
research and the mathematicians’ internationalutbesship (collaboration) patterns. The term
social network is defined as “the presence of mgoétterns in relationship” between interacting
units (Wasserman & Faust, 1994, p. 3). The matkielma as a social actor is examined as the key
unit of interaction based on the number of timbe $las co-authored a paper with other authors from
the international network. Mathematicians havéedint ways of collaborating with one another and
not all forms of collaboration result in a co-auttgbpaper. Consequently, information concerning
collaborative behaviour among the Singularity Thesrand the types of conditions or situations
leading to collaboration are also discussed indhapter. However, co-authorship is still included
both a predominant and adequate measure of caiimobecause it is “a reasonable definition of
scientific acquaintance: most people who have ewitt paper together will know one another quite

well” (Newman, 2000, p. 3).

5.1 Retrieval of co-authorship frequencies and alaoetwork illustration

Raw co-author counts for the 75(75-1)/2=2,775 Saxify Theorist pairs were retrieved
from theMathSciNetatabase of the American Mathematical Societysmseémbled crosswise in an
adjacency matrix asociomatrix(Wasserman, 1994, p. 150). A portion of this rasrillustrated in
Table 5.1 (see Table 5.1). All counts were assediwith either a journal article, monograph or
conference paper published by members of the Singguhuthor set during the period of 1974 to
2000. The final count for each co-author pair vased on an incremental binary measure so that
one instance of co-authorship was given a valdearid any subsequent instances involving the same

two authors were given values of 2,3,4 etc. A paired result was given a value of 0.
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The procedure for collecting the co-authorship datmired searching first for the exact
Singularity Theory author's name in thathSciNetAuthor Database (note: this database
distinguishes between homonymous names) and rigigievfull count of all publications for that
author. The resulting list of published items wigren examined individually for the names of co-
authors to be sure that each and every instargeafauthorship count was viewed directly in
relation to a given monograph or article title.r Fstance, a search for the name BIERSTONE in
MathSciNefproduced a list of 38 items published from theqakeof 1974 to 2000 (More were before
this time period, as well as after). A reviewlitpublication list revealed that MILMAN has co-
authored a paper with BIERSTONE 27 times. A cafrt7 was then added to the cell of the matrix

representing the adjacency pairing of these twbaat

Table 5.1. Partial matrix of co-authorship coynts75) in Singularity Theory (1974-2000).
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Once the co-authorship matrix was complete, it tvaa imported into thelCINET social
network analysis program developed by Borgattl.€t1899) and converted into a .kp file. The .kp
file was used specifically as input to theackplotsocial network software program to generate an
image of all the co-authorship ties (Krackhard®3© A copy of the .kp file, including author co-
ordinates and cell values, is provided in ApperdixFigure 5.1 shows the resulting social network
graph of co-authors comprised of connector lindh wd arrows (a co-authorship tie is non-
directional). Connector lines have been superigagpon the ACA map of author co-ordinates for
visual comparison: Do the Singularity Theorists vghare the same intellectual space also produce
co-authored works? Line thickness indicates whigthors have the strongest or weakest co-

authorship ties within the whole network struct(see Figure 5.1).

5.2 Network density

A Network density measure was calculated for th@gthorship matrix to determine the
“proportion of possible lines that are actuallygaet in the graph,” or more specifically “the ratio
the number of lines preseht,to the maximum possible” (Wasserman, 1994, p.1Thjs measure
can range from a value of 0, indicating no linesspnt, to 1, which is a complete graph with all
possible lines present. With a binary matrix (oblyr 1 values), the calculation is based on tted to
number of ties present divided by the number objides ties (p. 101):

A= _L =_L = number of liree
0(g-1) g(g-1) number of nodegumber of nodesl)

When using a valued network, the density calcutediiffers in that it includes the sum of all the
valuesattached to the ties present divided by the maximumber of possible ties (p. 143):

A= _Dv = Sum of all tie values
g (g-1) number of node§iumber of nodesl)

Given that there are 75 author nodes in the fulgySlarity Theory co-author data set and a total of

562tie valuesthe density measure for this study was calculatefbllows:
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A= v = _ 562 = 562 = 562 =0.10
9(g-l) 75(75-1)  75(74) 5550

The resulting measure of .10 indicates that theedabraph has not reached its maximum
completeness potential of 1: not all actors in tidsvork are co-authoring with all other actors, bu

among certain actors, strong ties are present.

5.3 QAP Correlation

To test the degree of association or similarityveetn the ACA map (the observed network)
and the co-authorship map (the expected netwofkAR correlation analysis was carried out using
UCINET. The QAP procedure IdCINET “computes the correlation between entries of tquese
matrices, and assesses the frequency of the racolmsiations as large as actually observed”
(Borgatti et al., 1999). There are two steps &dlgorithm: 1) the computation of the Pearson's
correlation coefficient between corresponding cellthe two data matrices and 2) a random
permutation of the rows and columns of the obsenatdiork and subsequent re-computation of the
correlation (Borgatti et al., 1999). The co-ausip matrix, in comparison to the observed ACA
matrix, is termed the “expected” network becaudb@s perceived as being most intellectually
similar by co-citers are “expected” to be assodiatéh one another also as co-authors. Table 5.2,

presents the QAP matrix correlation output of tivaliate statistics iWCINET.
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Table 5.2. QAP correlation of the Singularity Thsts' co-citation and co-authorship matrices.

Observed matrix: Thesis-Cocite-EXP
Structure matrix: Thesis—-Coauthors-EXP
# of Permutations: 2500

Random seed: 977

Bivariate Statistics

1 2 3 4 5 6 7

Value Signif Avg SD P (Large) P(Small) NPerm

1 Pearson Correlation: 0.060 0.016 -0.000 0.019 0.016 0.984 2500.000
2 Simple Matching: 0.367 0.000 0.359 0.008 0.000 0.999 2500.000
3 Jaccard Coefficient: 0.049 0.000 0.033 0.003 0.000 1.000 2500.000
4 Goodman-Kruskal Gamma: 0.765 0.000 0.005 0.116 0.000 1.000 2500.000

In Table 5.2, the “value” column at the first rondicates that the observed Pearson
correlation between the two matrices was 0.060e aterage random correlation was zero with a
standard error of 0.019 and the percentage of rarmorelations as large as .060 was 1.6%. Since
this is a low proportion (0.016 < 0.05) there sti@ng relationship between the matrices that is
unlikely to have occurred by chance. The Singtyldrheorists are co-authoring papers with
colleagues that they also recognize (from a cdigitgperspective) as being “intellectually similar.
This finding was expected and provides further enak to support treociocognitive network
hypothesis postulated by White, Wellman and Na2@04): “sociocognitive ties, such as those
between collaborators, blend interests and affiestio positive feedback duets. Shared interesds in
set of problems may lead scholars to become caliadrs” (p. 112). In their own research based on
the “Globenet” interdisciplinary research communityhite, Wellman and Nazer (2004) found that
“being a collaborator, and to a lesser extent,ingaithe other person’s work, correlates signifibant

with both articles and book intercitation” (p. 119)
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5.4 Hierarchical cluster analysis

Given the strong relationship between the ACA @oneauthorship matrices, a hierarchical
cluster analysis was carried out in order to exarttie actors’ positions as co-authors more intently
and compare these overlapping positions with #h€iA positions of “intellectual” similarity. A
cluster analysis is “ideally suited for partitiogiactors ... into subsets” and makes it easier for th
social network analyst to observe which “entitigthim a subset are relatively similar to each cther
(Wasserman, 1994, p. 381).

The clustering routine used for the co-authorshaprix was essentially the same as the
routine used in the ACA (i.e., complete link methaith a focus on similarities); howev&dCINET
was the preferred software this time, instea8PBES Table 5.3 presents thECINET bar graph
output, which points to where the established authsters are within the Singularity Theory
network (see Table 5.3). The results shown inlibisgraph have been interpreted and re-organized
for placement in an alternative figure, Figure 502 the purpose of illustrating further where tioe
authorship clusters lie in relation to the origia&A clusters. Boxes have been used to highligat t
previously labeled ACA clusters, forming the majab-topics in Singularity Theory, and ovals
placed inside the boxes to represent the overlgpmrauthorships. Although the majority of the co-
author clusters represent pairs, there are attlegest instances of a tie triad or three-way co-
authorship: 1) GRANGER, MAISONOBE and BRIANCON,2RUCE, GIBLIN and GIBSON, and
3) VARCHENKO, KHOVANSKII and GIVENTAL (see Figure.B).

A point of interest with respect to Table 5.3 iattthere has been a tendency for the
Singularity Theorists (with members of their spgiaetwork only) to publish either single-authored
or two-authored papers. Mathematicians, in corspario other types of scientists, have a long

history of being more individualistic in their piddtion patterns (e.g., Grossman & lon, 1995).
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Table 5.3.UCINET hierarchical clustering output. Singularity Theoprauthors (1975-2000).

Input dataset: C:\Program Files\Ucinet 5\Alesia-Data\thesis-coauthors-EXP
Method: COMPLETE_LINK
Type of Data: Similarities
HIERARCHICAL CLUSTERING
L
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IROMUEMIULSNOULRNAYZRKOARWNANSSGCOAHTMN YSAHORBADOIILUBSTSIKMOTTKNNISANNSUS
LTLCDLOGCIOOREIOAWAKIUIMAIGDGKOEOBNEOAOOKKAAULAIYWNNEWEIHMBUANEAIKOEILEEOKK
LHOAAONOENNVNLNCKA OAIKMNCAEOINRNEGRNNRKAINMSEHTKYGKTAREOAAONDNLIOLVSLYYNITI
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32 .00 .
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2 X000 . . L 0000 L L 0000 L L 000 X0 00K XX . XK. o 0000 . 00 X0 XK. 000 XK X . XX
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According to Fisher (1973) “the first relevant astpef the training of mathematicians is a
learned feeling of independence” (p. 1098). Atinte has this level of independence been
exemplified so dramatically than when Andrew Wikslated himself to work on his solution to
Fermat's last Theorem (Singh, 1997). On the dtlaed, the “professionalization” of mathematics in
the last 30 to 40 years, marked by an increaselnility and the establishment of institutes, reskar
centers and conference venues for information spannd collaborative work, has had an interesting
effect on the traditional image of the loner math#@oian. One only needs to visit The Isaac Newton
Institute in Cambridge (U.K) or the Fields Instéuh Toronto (Canada) during the afternoon tea of a
major workshop to see that mathematicians cantbasely communicative (and perhaps also
competitive) with one another about their reseaithe informal behaviour associated with their
collaborative work deserves further consideratiot mnore attention to this topic will be given ireth

final section of this chapter.
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CLUSTER A: REAL AND CO-CITATION AND CO-AUTHORSHIP CROSS BOUNDARY CO-
COMPLEX ANALAYTIC OVERLAP AUTHORSHIP

GEOMETRY

1. GALLIGO GRANGER BRASSELN
2. GRANGER MAISONOBE SUWA

3. MAISONOBE BRIANCON

4. VARCHENKO

5. LUENGO

6. MERLE MILMAN LEJEUNE-JALABERT

7. CAMPILLO BIERSTONE SUWA

8. KURDYKA

9. MILMAN

10. BIERSTONE

11. LOJASIEWICZ BRYLINSKI
12. AROCA MACPHERSON
13. BRYLINSKI

14. SABBAH

15. MACPHERSON
16. PARUSINSKI
17. BRASSELET
18. BRIANCON

KURDYKA
PARUSINSKI

19. LEJEUNE-JALABERT AROCA
20. TEISSIER MERLE HIRONAKA
21. ZARISKI SABBAH .
22. SUWA
CLUSTER B: TOPOLOGY
OF COMPLEX ANALYTIC
SINGULARITIES
LUENGO
23. DIMCA GUSEINZADE
24. GREUEL ARTALBARTOLO
25. LOOIJENGA DIMCA > AN
26. SIERSMA
27. SAITO GALLIGO
28. STEENBRINK DAMON
SIERSMA

29. PHAM IERSM
30. BRIESKORN
31. EBELING
32. GUSEIN-ZADE ~N
33. VASSILIEV BRIESKORN VARCHENKO
34. SLODOWY GREUEL KHOVANSKII
35. PELLIKAAN GIVENTAL
36. GABRIELOV P )
37. MALGRANGE
38. KHOVANSKII LEDUHNA?JSANG
39. HERTLING
40. ARTALBARTOLO
41. TIBAR
42. VANSTRATEN EBELING
43. ARNOLD STEENBRINK
44. WALL
45. HAMM
46. LE DUNG TRANG
47. OKA VASSILIEV VANSTRATEN
48. HIRONAKA ARNOLD MOND
CLUSTER C: SINGULARITIES WALL

: DUPLESSIS

OF DIFFERENTIABLE MAPS

49. DAMON BRUCE
50. GIBSON GIBLIN
51. BRUCE GIBSON
52. MIOND

53. I1ZUMIYA

54. DUPLESSIS

55. GAFFNEY ISHIKAWA
56. GIBLIN IZUMIYA
57. JANECZKO

58. SEDYKH

59. GORYUNOV
60. ZAKALYUKIN
61. GIVENTAL
62. KAZARIAN
63. ISHIKAWA
64. THOM KUO
65. WHITNEY TROTMAN
66. MATHER

67. PORTEOUS

68. MILNOR

69. CHILLINGWORTH
70. FUKUI

71. KOIKE

72. FUKUDA

73. WILSON

74. KUO

75. TROTMAN

Figure 5.2. ACA cluster and co-authorship overl&mgularity Theory (1974-2000).

124



5.5 Interpretation of the ACA-Co-authorship map &tustering routine

Based on a visual examination of the ACA-Co-authiprenap (Figure 5.1) and the
hierarchical clustering comparisons in Figure %@ ,can see that many of the Singularity authors
who have been co-cited together have further cdiomecto one another as co-authors. Interviews
with the Singularity Theorists helped to illuminatéew stories behind these co-authorship ties and
provide a basis for recognizing three prominenttde In the next paragraphs, the three themes are
examined separately; yet it is important to recoginat they are not necessarily mutually exclusive

The first thematic observation is that even thotingiie is a level of congruence between the
Singularity Theorists’ perceived intellectual siamity (co-citedness) and co-authorship patterris, th
congruence is not absolute. A background invetstigazoncerning the research history of some of
the authors reveals that proximity was perhapstematmportant factor in the co-authorship
situation®> BIERSTONE and MILMAN, for instance, demonstratst@ng co-authorship tie in
Cluster A, labeled Real and Complex Analytic Geagnetn Cluster A again, strong co-authorship
ties also exist between BRIANCON and GRANGER, BREZON and MAISONOBE, and
GRANGER and MAISONOBE (including a three-way ti€n the right hand side of the map, in
Cluster C — Singularities of Differentiable Mapdddaional strong ties can be seen between the
GIBLIN and GIBSON, BRUCE and GIBSON, and BRUCE &I8LIN (also including a three-way
tie). All of these co-authorships are mentionecelise the common element, besides an overlap in
intellectual similarity and tie strength, is thhétauthors currently are or have been colleagutbe at
same university. BIERSTONE and MILMAN are bothdg members of the Mathematics
department at the University of Toronto, Canad#BLBN, GIBSON and BRUCE are colleagues at
the Mathematics Department at the University oflgpool, England. MAISONOBE and

BRIANCON work together at the Université de NicepBi@m Antipolis in France (MAISONBE was

5 The underlying assumption concerning proximityoisgourse, that authors would not choose to woglether unless
there was a certain degree of appreciation in tefimssearch ideas, work style and personality.
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in fact BRIANCON's student) and the tie that bothreors have to GRANGER is associated with a
period in the early 1980s when he too was at threesaniversity in Nice. Currently GRANGER is
affiliated with the Département de MathématiquethatUniversité d'Angers in France.

While many of the co-authorship ties on the sae@ivork map fall within the intellectual
cluster boundaries, some actually cross the boigsdaT his observation relates to a second theme,
which emphasizes the role of travel in the develeptnof co-authorships. DAMON and GALLIGO,
for instance, are not frequently co-cited and bglandifferent intellectual clusters (DAMON in
Cluster C — Singularities of Differentiable Map9d@BALLIGO in Cluster A — Real and Complex
Analytic Geometry), yet a time during their respexicareers inspired them to collaborate. A fairly
strong tie between them on the network verifies. ttWhen | asked DAMON to tell me about his
travel experiences and the opportunities he hasabadvisitor to other research institutes or
university departments, he explained the following:

I've been at other universities, sort of as...yoowninvited to visit for a period

of time and | would have no teaching duties anaul usually be giving a few

lectures. So that often would mean that it wouldction effectively like an institute,

um, in that you have many of the same benefitgxad twhere..you know, time to

yourself. You don't have to prepare lectures optler things. You have time to

think about questions and get together with thepfged guess, who invited you

principally, because they're interested in the s#nrgys as you and want to talk

about ideas...

During the same interview, | learned also that DANMRad spent time as a visitor in Nice, France
and that this was where he had worked with GALLIGO:

R. I've gone to places where I've stayed for saleronths, a number of times.

I. In general, what parts of the world?

R. What parts of the world? ... Um... let me see... TesW¥rn Europe a lot...

to England for several years on different occasioiise University of Liverpool

and Warwick. Um... and in France, in Nice especidiiyge worked with

André Galligo several times, for several monthlyigus at a time.

DUPLESSIS and WALL have a strong tie to one anotéied similar to DAMON and

GALLIGO, it is a tie that also spans two clustefdie story behind their tie is different however, i

that it was not travel that brought them togetbet,a relationship that extended from an earlier
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period as supervisor and student. DUPLESSIS adcepdrticipate in an interview with me and
spoke at length about his connection to WALL.

I. Where did you do your Ph.D. and who was your ad®iso

R. I did my Ph.D. at Liverpool and Terry Wall way advisor.

I. Oh, he was your advisor! So you've maintaineddluise contact with your
advisor over time?

[Note: Du Plessis is currently located at the Unmsity of Aarhus in Denmark]
R. Yes.

I. 1 guessin general, is it fair to say you've beenpinfluenced by his way of
thinking and his mathematics?

R. It works very nicely.
I. Is he perhaps your key influence, or are there opleeple in the community?
R. Oh, I think he's the key.

I. So would you consider the work that you do withfésor Wall...um... is there
sort of an intellectual similarity with respectttoe problems that you focus on,

or do you both add opposite perspectives that seemork together in the kind of
mathematics that you do?

R. I think we seem to be able to be interestealiof those ideas, problems and
have predictable points of view as to how we doresearch. Sometimes it's curious
about the way our points of view complement onefaerm so it works really well.

I. So depending on the moment, you will decide betteetwo of you when you're
collaborating, which methods you'll use and which...

R. Well, it's not as formal as that, it just hapgeyou know. You have a problem,
Terry thinks about it his way, and | think aboutiy way, and sometimes progress
comes from his way of thinking about things and stimes from mine.

I. OK. What are the ingredients then that you thinkesahis successful,... | mean
| suppose you've mentioned some of them in the fleatsyou do like to work together ...
you have a common bond...

R. | think that Terry's real power is that he Baermous experience and is very, very
widely read, so in a sense he knows what kind gdirments could be available .......

It seems as if sometimes | am able to contributeideas, but basically | feel that | benefit
from working with Terry...



Here we have the story of a thesis supervisor amteat — two mathematicians involved in many
hours of discussion — who now have a trusted antiraoed work relationship despite the fact that
they are no longer working at the same universittlye third theme highlighted by this data is that
strong co-authorship ties can sometimes grow oataftoring relationships; relationships that

mature over time in terms of mutual influence amaldutput of joint research.

5.6 First or sole authored publications versus adh@red publications

One of the major problems with ACA is that all-autlcounts can be difficult, if not tedious
to extract from the Dialog ™5ciSearchscience citation index; therefore, first-authourus are
normally used and accepted as part of a standardagh to visualizing the intellectual structureaof
research field. Rousseau and Zuccala (2003) exathis problem at length iy Classification of
Author Co-citationsaind attribute it partially to the fact that themtetauthor co-citation” needs to be
defined more clearly with reference to a classificascheme. Bibliometricians, they argue, should
be noting more precisely vis-a-vis this new clasatfon what is being counted when collecting
author co-citation data. Rousseau and Zuccalaradiécate that if one is to analyze the true lefel
contribution that a group of individual authors reda& a research field, then special Didbgearch
procedures need to be worked out so that all-authants may be used rather than the standard first-
author counts.

In this case study of Singularity Theory it wasvyioasly stated that the standard first-author
approach to ACA was used. However, because thésareh superimposes a co-authorship network
on to the ACA mapping, it is important to acknowgedhat there is a certain degree of
incompatibility between the two structures. TheAA@ap is basically an approximation of each
individual author’s true level of intellectual coibiution, whereas the co-authorship network is
accurate and complete. Consequently, statistiesdban the number of first/sole author counts and

secondary author counts for each mathematician gagieered to determine exactly how much of the
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Singularity Theory ACA was based on first/sole autttata. Appendix G provides a table, which

shows that the average percentage of first/soloapublications was almost 80 (see Appendix G).

Scatter Plot of Percent First/Sole Author Publications
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Figure 5.3. Co-authorship ranking as a functioawhame.

Using the same authorship statistics, a furthelyaisawas incorporated into the study to
determine how much of the Singularity Theory authintellectual positions might have been
distorted as a function of their last name. Ineotlvords, are the mathematicians with last names
beginning with letters at the end of the alphalleatex in secondary author positions more often than
their colleagues who have surnames beginning witB,AC, or D? Note from Figure 5.3 above, the
bar graph of the category averages for the penfdirst/sole author publications fails to demonsgr

an obvious bias towards a negative trend. Certairigw authors with surnames beginning with the
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letters G, M, V and W have been listed more fretjyeas secondary authors, but for the most part,
the co-variability is unsystematic. MAISONOBE, fexample, is perhaps not represented as
accurately as an author node on the ACA map as@wiike BRIESKORN, but his approximate

representation is still reasonable.

5.7 Collaborative behaviour

In an article entitlec€ollaboration and rewardwWhat do we measure by co-authorships?
Laudel (2002) points to two major assumptions thaearchers make when they are using co-
authorship data to measure collaboration. Thedssumption is that “all people who appear as a
paper’'s co-authors actually took part in the redeaollaboration” and the second is that “all
scientists who collaborate become co-authors” \p N&t only are these assumptions examined in
relation to previous studi€sthey are also systematically analyzed with tea ithat the “co-
authorship” indicator need not be “invalidated,t incorporated instead into “a micro-theory of that
indicator” (p. 4).Six types of research collaborations form theatLaudel's micro-theory: 1)
Collaboration involving a division of labour, 2) S&e collaboration, 3) Transmission of know-how,
4) Provision or access to research equipment, bsfEd assessorship, 6) Mutual stimulaticl
were derived from the bibliometric and qualitataugalyses that she carried out with 57 different
German research groups in science.

Laudel’'s (2002) study is noted in the introductpayagraph to this section because it brings
into focus the problem of understanding collabeeatiork in science, specifically at the informal,
behavioral levebeforea publication is produced. To fully understantadmration in Singularity
Theory, an extensive investigation needs to béethaut of the many communicative situations,

events and acts of the mathematicians during éwveiryday work. This type of qualitative research

8 For example, Katz & Martin (1997) and Biagioli @9) observed that some co-authorships are not fmseollaborative
contributions, most notably in the case of honoarauthors, which are prevalent in the field @ibédicine.
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can be difficult to undertake, particularly becaakthe international nature of the Singularity ©he
community. For this reason, the Isaac Newtontinstiwas considered a valuable place to observe
the international mathematicians; many of themdadd seen together in the one environment. A
brief three-month ethnography of communication imatuded in this study to learn more about how
the Singularity Theorists’ share information anskcdiss ideas with one another. Mathematicians are
social actors and within an invisible college itirderstood that a strict count and interpretation
their co-authored publications will not revealadpects of what it means to collaborate.

During my visit to the Isaac Newton Institute, kgptime carrying out one-to-one interviews
as well as observing the daily interactions ofutisiting Singularity Theorists (Note: Appendix H
includes a copy of the semi-structured intervielesiule). The “tea-time” area on the first floodan
also the mezzanine level or lounge area providgd@opportunities for unobtrusive observation or
eavesdropping. Most of these observation periagte whallenging because | could not understand
the mathematical content of the conversationsad aware of my limitations as an outsider before
going out into the field, but decided that manyexsp of the Singularity Theorists’ communication
patterns could still be observed. Even if | wasained mathematician | might not necessarily have
had an interpretive advantage. | expressed tinsezo to a mathematician friend, and he had
reassured me that he probably could not understamicof Singularity Theory research as wéll.

One afternoon at the Institute | was observingravecsation that was taking place between
“John” and “Ben” in the mezzanine level of the inge™® | was in the process of writing up field
notes and feeling apprehensive about my abilityngerstand the message content of their

communicative situation. This was during the eatige of my fieldwork and | was new to the

¥ This friend proved to be valuable another time vhasked him to check the blackboard in the mesos at the

Newton Institute and tell me if anyone had writsgry mathematics. The Newton Institute is famous&ving blackboards
posted almost everywhere, including unusual pléees, the elevator) to assist the mathematiciatirsmoments of
inspiration. He agreed to this request and wheralre back to me to give his report, he said theabtiards had been
wiped clear. He could not determine when theylieeh cleaned but could see evidence of erasedmgarki

18 John and Ben are Singularity Theorists, but pseyrds are used here to protect their real identities
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research experience. The tone of the event wasagland informal: both John and Ben were
wearing casual summer clothing (e.g., short sleshéds, shorts, running shoes) and were working at
a round coffee table situated next to a blackboaitere were only two blackboards in this lounge
area and in the corner of the room, between thekbtzards, a self-service food area was set up with
boxes of tea and coffee, as well as chips, chagojagurt, biscuits etc. for purchase. The setting
was comfortable and designed with choice in mineaning that the visitors could do whatever they
wanted in that space, including eat, drink, sazgliead quietly, or work with others in front of a
blackboard. It was an ‘open-concept’ type of aeatture in that all parts of the building were
visually accessible to the mathematicians. Theharagticians on the second level could retreat to
work in semi-private enclosed offices, but theyldalso come out of their offices and look over the
balcony at any time to see who was working or fieeon the mezzanine level below. Essentially,
they could seek potential collaborators withoutihg¥o make too much of an effort to search for
them.

The general purpose of the meeting between JohBandvas to discuss mathematics, but |
could not determine if the work was relevant to ahthe lectures held at the Institute or if their
discussion was about a joint project. | was atstcsare if there was any intent towards establgshin
new formal collaboration (i.e., something leadiogtpublication). Perhaps one of the
mathematicians had asked the other for help, isiatiain was not clear to me because | came to the
situation about 5 or 10 minutes after it had begiportion of my field notes appear as follows:

(Thursday, September 14, 2000, 12:30 pm).

John is getting up from his chair to erase the kkamard. He has a notebook in

his hand and is writing or copying equations (®rfrthe notepad onto the blackboard.

Ben is sitting in the chair and watching intentite follows what John is presenting

and from time to time both mathematicians interjeanake comments or ask questions.

[At this point | am lost and do not understandnieth speak, and find it difficult to
record the back and forth type of questions andnsents]

“Is this not what you are saying?”
“Ok, Ok, fair enough, | see what you're saying.”
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“I don’t fully understand why, but let me just apt¢hat fact.”

“The way | think of that is.... “

“My question for you before you go on...”

“This is so similar to what | was struggling with”...

“Let me absorb this for a second ...”

Ben picks up his own notepad to write. He isrgjtdown and taking notes at

the coffee table and as he is speaking to Johniaedems that he is conveying his

understanding of someone else’s work (?). Bemsngent is “l agree with what

you've established here... but if you go back...” H® a@lays something about

a “deformation argument.” John leaves the blacklmand now both of the

mathematicians are sitting at the coffee tablen Beems to be conveying his

overall understanding of everything. John is dikemd doing most of the listening,

but as he is ‘thinking’ he stands up again to wdtethe blackboard. The amount

of space on the black board is limited. Thererasmy written numbers and symbols

everywhere, but John does not erase anything. Bproaches the blackboard too

and he is now writing. The two mathematiciansstamding side by side

in front of the blackboard ...

At the time that | was writing my notes anotherugr@f mathematicians from a different research
program had gathered together in the common'&r@aey were standing around one person in
particular who started to write on the second Waeld and due to the increasing noise level it
became too difficult for me to eavesdrop.

Following my observation of John and Ben, | pausefthish my note taking and reflect on
the situation. Their meeting had lasted for alasubour and from what | could see, there was
evidence of mutual respect between the two matheianas in terms of understanding one another’s
ideas and points of view. There was no apparemggie for them to communicate; both spoke the
same language (English) and both seemed at edséheibther's mathematical experience. The

collaborative work between them was not a secréthey seemed unconcerned about whether or not

any other mathematician at the Institute was watgtiem or listening to them, including me.

9 The Singularity Theory program of 2000 was opetaih parallel to another program in mathematies flear devoted to
the study of Geometry and Topology of Fluid Flows
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The two men were approximately the same age, penmmigdle to late 50s, and came from different
university departments in the United States. Boibw each other fairly well and had met each other
before (note: this was confirmed to me in an intemthat | held with each of them later). Perhaps
the phrase that best captures the intent of thigraction is fmutual stimulatiori Again, Laudel
(2002) uses the phrasmtitual stimulatiohin her own research to describe a situation wieoeor
more scientists communicate in a way that stimalitem to think about unsolved problems in their
field, about possible new research projects, outtie interpretation of data.

| did not have an opportunity to follow-up the ohsgion period by asking John or Ben
about what they were hoping to achieve througir theeting. My sense at the time was that it was
important not interrupt their discussion and theeze many issues of awkwardness for me,
particularly in the beginning, with respect to aggurhing the Singularity Theory visitors. | latams
Ben and another mathematician, whom | will refea$d'Simon,” engaging in a research discussion.
| asked the two mathematicians if they would natdrtiaving me join their discussion as a
participant observer. With a more interactive apgh, | was hoping that | might witness more of
what takes place during the collaborative discusaitd ask questions for clarification. As it tune
out, Ben politely refused. He explained that thie bf them had waited for a very long time to talk
with one another in person and would prefer to gasttinue with their work alone and uninterrupted.
| understood Ben and respected the situation.

On another occasion at the Institute, | had an dppiby to observe John again, this time
while he was talking with “Peter” (a pseudonym)otiBmathematicians were located in the
mezzanine in front of one of the blackboards. Afi@ving had a little more experience at being the
unobtrusive observer, | decided to approach Jommeidiately after the conversation had ended and
ask him if he would explain to me what it was abdutthis situation, he told me that he needed to
relate some ideas concerning a mathematical pod®éter, whom he regarded as an expert on the
topic in question. He wanted Peter to verify aipalar technique/approach to the proof: a kind of
“transmission of know-hdwiLaudel, 2002). | asked John if he had receitredverification that he
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needed, and his reply was “yes.” My follow-up cersation with was John was very brief, since he
seemed eager to return to his office and contiritke vis work.

Efforts were made at a variety of other times teestse the mathematicians’ informal
communications, including different periods of ttey (i.e., mornings, afternoons and evenings) and
periods also when | could not understand the lapgsaoken. For example, | tried to eavesdrop on a
meeting between “Igor” and “Oleg” (pseudonyms) levhiney were sitting together at one of the
Institute mezzanine coffee tables, conversing iaditun and leaning over a paper with red ink
markings. Both men appeared relaxed and wereidgrtka or coffee. Body language in this
situation conveyed a high level of familiarity acmllegiality, but my inability to understand Russia
made it impossible to recognize the purpose ontraéthe conversation. | knew that if | wanted to
ask Igor or Oleg questions about their work thaytbould speak English, yet for some reason | felt
very uncomfortable about approaching them. Oniirdy gravitates towards people who come
from similar cultures and speak the same languédédelt this way in my own experience of
research, | could only speculate that they too friigihk this way sometimes and gravitate towards
more ‘familiar’ people. Kretchmer (1997) confirtiés viewpoint in her article concerning the “birds
of a feather” phenomenon in research communitiegpsychosocial approacto collaboration.
Perhaps the psychosocial approach explains to degree why Singularity Theorists with Russian
surnames tend to co-author papers more frequersthyell as those with French and English
surnames. Mathematicians who share the same lgeguma come from similar cultural backgrounds
and/or similar academic systems can take for gdargetain ways of communicating, which can
contribute to a sense of ease in a collaborattuatsdn.

While it was clear during my Institute visit thartain mathematicians from the same
“school,” or cultural background were seen havirggassions with one another, it was certainly also
the case that they did not limit their interactiamshis way. The Singularity Theory program was
organized to foster international connections &edmathematicians’ efforts in establishing such
connections occurred on a number of occasions s Mere details concerning Newton Institute’s
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role in supporting mathematics research will beussed in the next chapter, but in terms of
connecting and collaborating, some of the dataltballected during my interviews are worth
highlighting. For instance, Ricardo Uribe-Vargas{udent of ARNOLD) explained that he was both
interested and successful in meeting with one efJépanese visitors to the Institute:

I. I'minterested in the fact that you came baxkhie Newton Institute and that you're
here to do some collaborative work with certaingoers?

R. Yes, | want to discuss some of my texts withf Plkazarian and Prof. Zakalyukin ....
to discuss some things with Izumiya

I. Are you working on a new problem? Is it rethte your thesis?

R. Yes some problems are related to my thesigslwriting my thesis and | found some
new theorems on things and I've discussed theagdhwith them [Kazarian, Zakalyukin]
and also Izumiya showed me some papers that hetisgv

I. Ohyes... when did he show you this paper?

R. Yesterday or two days ago.. |told him of sgraper that | am writing and he told me
that it is related to his work .... and he told meuwithis work ...

I. So there are some common things between yokrama his?

R. Yes.. some related things... not the same thimgshey are very related....
Izumiya will give a talk and he told me what's thébject of the talk and | discuss with
him also some thesis related work ... it is relateddme things, which | think of two
years ago ...

I. So do you think that you might publish a pajogether as a result of this discussion?

R. | don’'t know... maybe for the moment we will irtbange ideas and | will show him
some things that maybe are interesting for himtaed ...

I. So you are mostly working with ideas right now.

R. I will work with Izumiya and he told me ... angplit some questions to him that | don’t
understand... and he told me about some special€urveome curves which have some
characteristics... that may be defined by these clexiatics ... which are called Bertram
curves?

I. Bertram curves?
R. Yes...the name is Bertram curves...because it isdAre. Izumiya told me about Bertram
curves, but I look in many times in old books. ¢ sdout Bertram; he is an old

mathematician from the last century. | never lab&gthis part... but then yesterday Izumiya
told me that he is doing something about theser@®arturves and | asked him to explain to
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me what is Bertram curves ... but then even if | t&nbw what it is | can ask to him to
explain it...

Note from the transcription above that Uribe-Vargmkcated a specific preference for sharing ideas
with people familiar to him, Professors ZAKALYUKI&Nd KAZARIAN — mathematicians who
were former students of ARNOLD and/or members effMoscow seminar group. Earlier in the
same interview he had stated: “l hope to meet niamgs more with Zakalyukin and Kazarian.
Sometimes they come to Paris. If not | hope togxt year to Moscow one more time.” On the
other hand, Uribe-Vargas’ collaborative experiengese not limited because the Institute program
had given him the opportunity to discuss matheraatiso with Prof. IZUMIYA from Japan. His
social network seemed to be expanding and he Wasiad) himself learn about parts of mathematics
that he had not thought about before: Bertram aurve

The act of questioning ideas or parts of a proakigmportant feature of collaborative
behaviour in mathematics, as well as face-to-facerunication. Uribe-Vargas’ comment
concerning the act of questioning was that

sometimes when [a mathematician] is working on seuigect... even if he

knows the subject very well, he may find some pgobl There are some questions

related that he would never think about. Thisimstimes for me. | give sometimes

my work to some friends and they put questionsecamd some of these questions are

interesting to me... for me to answer, because uheyer thought or | think more

or less, but not so explicitly... then they try tadenstand that and they put some

guestions and some of it was very useful to me.
With respect to meeting face to face, BOGAEVSKYotlwer former student of ARNOLD, asserted a
distinct preference. Mathematicians today can séao collaborate with one another via
communication technologies such as e-mail, faxlepthone, but BOGAEVSKY made it clear: “I
don't like email.” | asked him to comment furtrer why he did not like this specific mode of
communication:

You know... e-mail requires more time. Sometimes lyave to spend on

hour to write one e-mail, instead of just tellirgreeone. [When speaking face-to

face], if you don’t understand something, you asst jnterrupt. When you write

an e-mail, you have to write exactly what you mdan,when you talk to a person
you can ask something that you don’t understand...
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Also, one of the clearest confirmations of the amtgnce of face-to-face interaction in scientific
research comes from an article written by Stephan&mn (1995), director of the Center for
Experimental and Constructive Mathematics (CECHB)aham explains that:

...it is easy to collaborate with somebody who caftkiveto your office, and work

through a problem on a blackboard with you, or whb sit down at a table and circle

important points on a research publication. Nowwmwr colleague on the other end

of a phone, or e-mail discussion. Any of us whedtaied the latter know that things

suddenly become very difficult. It is very hardvisualize the fine details of any

mathematical science in your head, especiallya$é¢hdetails are coming from somebody
else’s head. Even if one is lucky, and has a ad@ycommon research paper (maybe

sent via electronic mail), it takes a long times¢é® exactly what point a researcher is

looking at ( p. 1)

In Singularity Theory research, there are timesmilaee-to-face communication benefits the
mathematician, especially if he wants to understmething “imaginatively,” rather than by a
written formula. Uribe-Vargas elaborated on thergetric nature of his work concerning curves and
spoke at length about his desire to learn moretaBerram curves during a face-to-face discussion
with IZUMIYA:

R. There are many points to explain in mathematiade write in mathematics or to think

about in mathematics .... an object...a mathematioscbbj. sometimes you can describe

it by mathematical formulas ...

I. By formulas...

R. But sometimes you can give a description in ngg@metric terms. In terms of some
properties that are easy to capture by imagination

I. Ohlsee...
R. Yes...they are easier to capture if you makesgde..
I. So sometimes you can describe mathematics kingndesigns?

R. Yes... and maybe it is easier to understand @atiuirik about. Mathematical formulas
I don't like...

[. It's more difficul®

R. Sometimes yes. You must have both things...but fiormulas must express the
geometric object, but you must be able to... | thhmdkt it is better to be able to understand
also without formulas. It depends on the dedustioom the concepts..... | show to
[IZUMIYA] some descriptions of the curves in thrdanensional space and some special
points of these curves... then there are some pairiteese curves that are related to Bertram
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curves.. but | want to understand what is the ganoal meaning of these points...

I. You want to understand the geometrical meanimgd.he is more of an expert in
explaining this?

R. No, | ask to him.... after | discuss with him fierson]... | realized that these points are
related to Bertram curves

I. You realized that these are related and he NAYA] understands why?

R. Yes, he understands why... | told to him aboigtdfter he told me about Bertram
curves...

| realized that these Bertram curves are relatédese points.

I. Ah OK, so something that he told you remindmd gf something you observed and you

went back to him to tell him [in person] about hpew saw the link between Bertram curves

and what you had observed ....

R. Yes, yes yes yes.... there is a relation to Beriturves. [IZUMIYA] understands and

of course | understand, but | would like to haveenof a geometrical description [from

IZUMIYA] in order to understand what these pointean for a curve...

I. You want to have more of a geometrical desionipt. and an equation?

R. I want to eliminate the equation...

Further insight into collaborative behaviour in @itarity Theory came about during an
interview with Professor SIERSMA. When | had aporunity to talk with SIERSMA, | discovered

that not all mathematicians who collaborate becooiauthors:

I. Is there a situation in the past that you codé&bcribe... uhm... where you broke
through with something important and you were disgwg with someone... ?

R. Ohyes...
I. Ata meeting? During a conference?

R. | have a good memory of a train trip when | @W&sussing with Steenbrink. We came
back from a meeting in Nancy and uh... and we toekthin to [?] and so we had some
discussions. | had several things in mind at th@tent and we were discussing that...

and so after that train trip, | had to put just ietliately the next steps onto a page due to the
discussion that we had... so | had already the pnobldad already a strategy in mind to
solve the problem, it was just the discussion waiikesuch a way.

I. So did you and Prof. Steenbrink publish a jgiaper?

R. No...



I. Butyou just... uhm... it was a beneficial disaussi?

R. Yes yes... and in fact in mathematics it's notsmmon to write joint papers, so

even if you have the feeling that the other petsamys 30% of the ideas ... it's uh...

you will not ... you will write the paper alone arttsiwell understood then. This

is in contrast sort of with an area like physiosi §ind a paper with six authors...

I. Yes. yes... because they work together in the &buoratory...

R. Yes.

During this same interview, | learned that SIERSM&s working on a joint paper with
TIBAR and | asked him to explain what he looksifor person with whom he chooses to

collaborate:

R. Well... so the reason is just that you startibgllabout a subject and you found that
you could contribute something together on thajesth.

I. Soit’s just purely mathematical?
R. Yes.,. yes...
I. Is there also a level of relationship thatmsgortant to you?

R. | think that with certain people you would newgite.. you wouldn't like to cooperate ...
you get into troubles...

I. Naturally...

R. But sometimes you see also papers ... two personkere exactly each of them wrote
half of the paper ..

I. They each wrote half...?

R. Half of the paper yes. So the paper will exist ppshof two ideas, one is the concept
and the other is the application and so in a gedanse they have not to meet...

I. Ohlsee ...
R. So they divide the job into two pieces ..
I. Is this what you and Tibar are doing?

R. Nono no ... although we sort of stand... [pauséle. have slightly different tasks,
otherwise if you are exactly the same, you dontdfie

I. No?
R. No. So | am more of the kind... | look for exdegpand for ideas and he is very good
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in the technical things...and he makes the ideasedlébpn...and so it's a kind of a
“ping pong” mode...

SIERSMA's “ping pong” metaphor refers to the baokl forth conversational exchanges that
occur between mathematicians when they are formglideas and techniques together in a written
paper. He did not elaborate on his experienchefping pong” mode; however, | think that the
main point he was trying to get across was thatsooliaborative-type discussions play a role in
enhancing individual work, while others lead speaity to jointly published work. | did not have a
opportunity to interview TIBAR at the Newton Instié; therefore, the perspective that SIERSMA
has of their collaborative situation may be the smmmay in fact differ from TIBAR’s view.

There are alternative approaches that mathemadioiay take when collaborating, for
example, a division of labor approach. Collab@msituations also depend on the co-authors
research styles, their preference for more orifgesaction, their proximity to one another and the
subject nature of the research. One of the SimiggalBheorists, namely LOOIJENGA, even
mentioned a slight preference for avoiding joimtlyblished research. When | asked why, he said:
“I've wondered myself. | don’t know... One of thertlys certainly is that | like to be somehow in
control of what | write, and if you are collaboregiwith someone then you give away a bit of that
control.”

LOOIJENGA's comment about maintaining a sense otrabin research raises another
issue related to collaborative behaviour -- theessf competition. When a mathematician feels
competitive he/she may be inclined to work alomis does not mean that the individual will cease
to communicate or discuss research with colleadwesy she will just be more likely to use
information (even third-party information) for tipeirpose of acquiring a competitive ‘edge.” A
research strategy of this nature is generally dabdg If it is done fairly, it may lead to a fig of
great satisfaction and reward. We saw this needdotrol specifically in Andrew Wiles when he
adopted a reclusive research style while workindpisrsolution to Fermat's Last Theorem. If he

succeeded at providing the world with a complet flawless proof, then the glory associated with
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winning the most coveted prize in mathematics wdnddhis and his alone” (Singh, 1997, p. 4). But
even Wiles could not avoid collaborative behavicampletely. When he feared that the flaw in his
original solution would inspire “questions and dewis for clarification from would-be gap fixers” he
knew that it was necessary to take his colleagobd®d Taylor into confidence for a period of
intense communication (Singh, 1997, p. 267).

Andrew Wiles was, in a sense, one of the more fatel mathematicians because his
competitive strategy worked to his benefit. Fifi&73), for instance, describes how competition
over the solution of a famous Poincaré conjecteselted in more disheartening interactional
consequences for some mathematicians. Over thie §é8 “conjecture [gave] rise to intense
competitive feelings among [certain] men ..... stimes openly displayed as subtle remarks in
research papers, but more often evident in the smattern of association, in the gossip of the
community, and from the men’s own reports” (p. J11Bhe older generation of mathematicians
“[tended] to be secretive” and became “very cawgtimutheir conversations with others.” Other men
resorted to “belittling the work of others. Whilaving great respect for their competitors as
mathematicians, they would often say that whabthers [were] doing [was] somewhat off the point
or misguided” (p. 1115).

When competition becomes a major aspect of a awldive situation, research discussions
are likely to take on a different tone or ener@abai (1990), for example, documents an interesting
example of e-mail use in mathematics, highlightimg "unexpected power of [e-mail] interaction.”
The mathematicians in his article -- members ofdbmputing theorists’ invisible college — were the
recipients of a group e-mail message, which preseatchallenging problem and prompted a serious
race to find an answer. Babai details the comnatioio patterns associated with the e-mail group
and considers the impact the electronic space haleir individual and collective egos. What he
found was that “e-mail is capable of creating arautompetitive atmosphere on a much greater scale

[in mathematics] than any medium before” (p. 48 also discovered that the receivers of
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privileged information in mathematics (i.e., thageo were part of the e-mail interaction) tended to
be part of an “extremely powerful elite group” 44.).

Overall, competition can be a very positive aspéahathematics research. Through its
healthy manifestation, it can bring a significamtcaunt of vitality to a subject and promote rapid
progress in problem solving. My impression of 8iegularity Theory community was that the
informal “collaborative" discussions were orientedinly towards joint problem solving.
Competition was not obvious to me at the Newtotitute, although | would not rule out that it was
not present. During most of my interview situatignwas an awkward topic: few if any of the
Singularity Theorists were comfortable in admittogmpetitive feelings towards colleagues and
certainly nobody wanted to talk about informatieelsng for competitive purposes.

The qualitative investigation that | have carried at the Isaac Newton Institute is by no
means a full-scale analysis of collaborative workniathematics, but what it does show is that the
bibliometric map of co-authorship in Singularityddry can only tell part of the collaboration story.
Much of what appears to be collaborative work is Hubject does not necessarily lead to a joint
publication, and behind the co-authorship structiieee is perhaps more going on in Singularity
Theory research than meets the eye. There is,Jeoweo specified standard as to how often
international members of a cohesive subject spgaialist collaborate — i.e., demonstrate
collaboration through co-authorship — before thecggdty can actually be recognized as an invisible
college network. In the absence of a specificddah | can only suggest that the Singularity
Theorists are, as social actors, discussing matiesrand sharing ideas with one another at a
significant level, even if the actual co-authorstints are low.

In the next chapter, my layered approach to ingattig the multi-dimensional “invisible
college” phenomenon will continue. The internaéibmathematics institute is one of the main topics
in focus, given that it has the unique role of mgkihe invisible college of Singularity Theorists

more visible.
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CHAPTER 6: COLLEGIALITY IN SINGULARITY THEORY AND THE
INTERNATIONAL MATHEMATICS RESEARCH INSTITUTE'S ROLHN
FOSTERING INVISIBLE COLLEGE ACTIVITY

The international mathematics institute is a yairkw space for research. Many of the
institutes operating today, including the Isaac dewinstitute in Cambridge, England, the Fields
Institute in Toronto, Canada, and the MathemaBciénces Research Institute in Berkeley,
California have only just been established in tB80s and early 1990s. Since their development,
mathematicians from around the world have had reigrficant opportunities for collegial
interaction. The institutes have in effect transfed the loner “gentlemen’s tradition” of doing
mathematics into a highly “professionalized” didtip. With this idea of “professionalization” tiee
comes a certain degree of accountability: eachefristitutes mentioned above is required to
produce an Annual Report outlining their reseaitivéies. This is largely related to the funding
that they receive, mainly from government sourcBseir Annual Reports are published to
demonstrate, for the most part, that their moneyldeen well spent and that their programs are
contributing effectively to the advancement of nestfatics. One of the most positive contributions
that they can make, at least from the outset, lieetp foster invisible college activity.
Mathematicians are invited by the institute’s stifensteering committees to propose and organize
programs around a specific subject, usually a estiblished, mature subject so that work may be
done to re-vitalize the research area. Every progsroposal is expected to explain how a series of
seminars, workshops affiliated with the programmmigrther the subjects’ goals, for instance, by
inspiring colleagues to focus on new applicatiomd/ar develop interactions with other research
areas. Usually the activities corresponding togibals are somewhat formal (e.g., organized
workshops), but they are designed overall to getiththematicians talking, thinking, discussing and
collaborating informally. Since the mathematiciaagnot stay at the Institute environment forever
the hope is that after they visit they will takewnideas away with them and work on intellectual

construction or “bridge building” beyond the progmaed situation.
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The Fields Institute asserts that its “missioroishhance mathematical activity in Canada by
bringing together mathematicians from Canada anokal and by promoting contact and
collaboration between professional mathematiciauaksthe increasing numbers of users of
mathematics.” (The Fields Institute for Researchlathematical Sciences, 2003). Likewise, The
Mathematical Sciences Research Institute (MSRIjstexo further mathematical research through
broadly based programs in the mathematical sciesmglosely related activities” (The
Mathematical Sciences Research Institute, 2008 I3aac Newton Institute also shares a similar
mission as “an international visitor research togti’ and “runs research programs on selected
themes in mathematics ...with applications over eewahge of science and technology” (The Isaac
Newton Institute for Research in Mathematical Soés) 2003). In this study, the international
mathematics institute is viewed primarily as a &deinformation Use Environment.” Again, the
IUE may be any type of space “designed to affeefflitw and use of information messages;”
however, its relationship to the invisible collaégehat it fortifies invisible college activity witthe
provision of human, physical and technological teses (Taylor, 1986 p. 3; see Figure 1.2). The
Newton Institute is the IUE that will receive th@sh attention here, since it facilitated the Siagity
Theory program of 2000 and was the place in whichrtied out my fieldwork.

The purpose of this chapter is to examine thengsttewhich international meetings or
conferences have influenced collegial contact ilg@&larity Theory in past years. Collegiality is
defined in terms of the number of times each of#h&ingularity Theorists named in this study have
participated in the same conference activities fid@¥0 to 2000. It is based on the social network
data that | collected from both published versiohsonference proceedings and proceedings posted
on the World Wide Web. The collegial structuresadgularity Theory is introduced first and then
compared statistically to its other structural nueas: What is the structure of collegiality in
Singularity Theory research and how does this &traaelate to this specialty’s intellectual stouret
and co-authorship structielo complement the collegiality analysis, | wilen related some of my
own observations of the Isaac Newton Instituterakéormation Use Environment, the Singularity
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Theory program activities that took place in thiEland the experiences related to me by the
mathematician visitors. Both the observationsiatetviews will be used to highlight invisible
college activity, but they will also show how thestitute affects this activity in a situation based
dual interaction. And finally, the third intent thfis chapter is to examine one of the most immbrta
issues concerning international mathematics inssttoday - their continued financial support and

the need to find a way to measure their impact athematical developments.

6.1 Conference attendance and the collegial network

In social network studies of scientific communioatiresearchers often use questionnaires or
other methods of investigation (e.g., intervievesglicit information from scientists’ about who the
talk to about their research, how often and wh®ach studies are designed to learn more about
person to person communication or “friendships tigthin a research community and may be used
as part of a comparative analysis with the sciemnttigmal publication and/or citation patterns (e.g
Crane, 1972; White, Wellman & Nazer, 2004).

The unique aspect of this research is that “calédgl is the construct under investigation.
Collegiality is not the same as a “friendship” omamunication tie, since these other constructs
preclude at least some form of personal interacti@allegiality simply means that a relationship or
tie exists, with some measure of strength, or do¢exist between two mathematicians depending on
their act of participating in the same conferendecollegial tie is non-directional. Also, it is
important to note that no assumptions can be madet @pecific behaviours, for example, that
colleague A actually met and discussed researdhamiteague B during the conference, although it
is certainly possible.

The importance of examining the collegial struetaf Singularity Theory is that it relates to
the original definition of the invisible collegeqposed by Price in the late 1960s. Price (1986)

commented on the fact that “people [within invisilcbllege’s] claim to be reasonably in touch with

14¢



everyone else” and have the power to confer ponepaestige on one another. With respect to how
the members stay in touch, he specified that theget in select conferences (usually held in rather
pleasant places), they commute between one cemdearwther, they circulate preprints and reprints
to each other, and they collaborate in researchL1p). Of interest in this study then is the akxte
which the Singularity Theorists have been “reastynialtouch” with each other and their subject
area through regular attendance at “select confesgh Conference collegiality is recognized as a
major part of how the invisible college functions.

Much of the difficulty in collecting collegialityata in Singularity Theory relates to the fact
that more information is available for conferentesecent years, than the 1970s and 1980s. One
explanation is that advances in communication teldgy, mainly the World Wide Web, have made
it easier now to trace conference information. cABingularity Theory has had a long history of
being associated with other major subjects in nmatties, for example, Algebraic Geometry;
therefore mathematicians from earlier periods nmaayetbeen participating in conferences identified
by other names. Prior to the use of the World Whiieb most of the information pertaining to
Singularities conferences could only be locatepluhlished proceedings, researched through the use
of MathSciNetand library catalogues. In this study, | oftescdivered that copies were either not
available in the University of Toronto Library sgst or that the full participant lists from these
earlier proceedings were not included. If a caraiblication could not be found in the libraryyds
sometimes able to acquire a copy of the particgdist via e-mail or fax from the conference
organizers or editors. Overall, it was difficudtttace the precise history of collegial activity i
Singularity Theory; hence the information collecfedthis portion of the study is incomplete. The
analysis however is still reasonable, because theneough data to provide a thematic picturethén
future, as it becomes easier to collect conferentiegiality data on the World Wide Web, more
accurate studies of this nature may be implemented.

Raw counts for the collegiality structure, colletcfeom proceedings’ participant lists, were
aggregated into a third adjacency matrix, identic@onstruction to both the co-citation matrix and
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co-authorship matrix. Each count was binary, &t two mathematicians who had participated in the
same conference were given a count of “1” in tHebmween them, plus additional counts of “1” for
any other shared meetings. If two mathematiciaubsriot participated in the same conference, a
count of “0” was added to a cell. The cells altimg matrix diagonal were also given a count of “0.”
Below, a small portion of the full collegiality miat is presented in Table 6.1. Table 6.2 prestms

list of international conferences (also referredsonvorkshops and symposiums) that were included in

the development of the matrix and network illustnat

Table 6.1. Partial matrix of collegiality countSingularity Theory (1970-2000).
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ARNOLD 0 0 0 1 1 0 1 0 0 1 0 0 1 1 1 0 0 0 0 0 0
AROCA 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
ARTALBARTOLO 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
BIERSTONE 1 0 0 0 1 0 1 1 0 1 0 1 0 1 1 0 0 0 1 1 1
BRASSELET 1 1 0 1 0 0 1 6 0 2 1 5 2 4 4 1 0 0 6 0 4
BRIANCON 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
BRIESKORN 1 0 0 1 1 0 0 1 0 2 0 2 1 2 2 0 0 0 1 1 2
BRUCE 0 0 0 1 6 0 1 0 0 3 3 7 3 6 5 0 1 0 6 1 7
BRYLINSKI 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
CAMPILLO 1 0 0 1 2 0 2 3 0 0 1 4 1 4 4 0 0 0 3 2 3
CHILLINGWORTH 0 0 0 0 1 0 0 3 0 1 0 2 1 2 1 0 1 0 1 0 3
DAVON 0 0 0 1 5 0 2 7 0 4 2 0 2 4 5 0 2 0 5 1 5
DIMCA 1 0 0 0 2 0 1 3 0 1 1 2 0 2 2 0 1 0 1 0 2
DUPLESSIS 1 0 0 1 4 0 2 6 0 4 2 4 2 0 3 0 2 0 5 1 4
EBELING 1 0 0 1 4 0 2 5 0 4 1 5 2 3 0 0 1 0 4 1 4
FUKUDA 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0
FUKUI 0 0 0 0 0 0 0 1 0 0 1 2 1 2 1 1 0 0 3 0 3
GABRIELOV 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
GAFFNEY 0 0 0 1 6 0 1 6 0 3 1 5 1 5 4 1 3 0 0 1 5
GALLIGO 0 0 0 1 0 0 1 1 0 2 0 1 0 1 1 0 0 0 1 0 1
GIBLIN 0 0 0 1 4 0 2 7 0 3 3 5 2 4 4 0 3 0 5 1 0

Once the data were assembled in the collegialityixydt was then imported into UCINET
(Borgatti et al., 1999) and converted into a sgekjafile for input to Krackplot (Krackhardt, 1995
Figure 6.1 shows the resulting Krackplot sociogdrall collegial ties within Singularity Theory
1970-2000 (see Figure 6.1). Note that similahtodo-authorship network, this mapping is

superimposed on the original co-citation map. iflleege however is quite dense, unlike the co-
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authorship network, and does not allow for inteigtien through direct visual examination.
Consequently, most of what can be recognized addratood from this network is derived from the

density calculation, QAP analysis and hierarchibadter analysis, carried out in the next section.

Table 6.2. List of Singularity Theory conferen¢&870-2000).

1. Singularities Symposium (Liverpool, England)p&enber 1969-August 1970

2. Journées Singulieres de Dijon (Dijon, Franceiel12-16, 1978

3.Singularities Summer Research Institute at Hudtb®tate University (Arcata, California): July 2Qgust 7, 1981
4. Proceedings of the IMA Participating Instituso@onference (lowa City, U.S.A.): July 28-August 286
5. Stratifications and Singularities (Luminy, FrajicMay 21-25, 1990

6. Singularities (Honolulu, Hawaii): August 6-1®29D

7. Workshop on Singularity Theory (Leuven, Beliglutdovember 19-20, 1993

8. Third International Workshop on Real and Com@égularities (Sao Carlos, Brazil): August 1-5949
9. Brieskorn's 60th Birthday Conference (Oberwdifa@ermany): July 14-20, 1996

10. Fourth International Workshop on Real and Cex8ingularities (Sao Carlos, Brazil): July 22-2896
11. Wall's 60th Birthday Conference (Liverpool, Eargl): August 19-24, 1996

12. 70th Birthday of S. Lojasiewicz - SymposiumSingularities (Krakow, Poland): September 24-2%96.9
13. Topology of Real Algebraic Varieties (ToronBanada): January 6-7, 1997

14. Geometry and Complexity (Toronto, Canada): Mail, 1997

15. Arnol'dfest (Toronto, Canada): June 15-21, 1997

16. Symplectic Geometry (Toronto, Canada): Jun@23t997

17. Resolution of Singularities (Obergurgl, Austriribute to Oscar Zariski): September 7-14, 1997

18. Singularity Theory Workshop (Leuven, Belgiutipvember 20-22, 1997

19. 5th International Workshop on Real and Com@mmgularities (Sao Carlos, Brazil): July 27-31, 899
20. Singularity Theory and Differential Equatiom&y¢to, Japan): February 1-4, 1999

21. Journées Singularites (Lille, France): Marck2Z51999

22. Workshop on Singularity Theory (Warwick, EnglanJune 21-25, 1999

23. Aspects of Singularities (Lille, France): Ma819, 2000

24. The 6th Workshop on Real and Complex SingudarigSao Carlos, Brazil): July 17-21, 2000

25. Nato Advanced Study Institute (Cambridge, End)aJuly 31- Aug 11, 2000

26. Workshop on Real Singularity Theory (Yokahodepan - In honour of T. Fukuda and S. Izumi): Naven8-11, 2000
27. Applications of Singularity Theory to Geomeftyverpool, England) December 16-20, 2000
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Figure 6.1. Collegialty map of 75 Singularity Tiggauthors (1970-2000).
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6.2 Network Density, QAP Correlation and Hierardli€luster Analysis

To calculate the network density for the colleigjainap or sociogram, the following formula
was used:

A= Ddv = number of tie values
g(g-1) number of nodegumber of nodesl)

A= _Yv_ = 5668 = 5668 = 5668= 1.0213
g(g-l) 75(75-1) 75(74) 5550

The resulting measure of 1.0213 indicates thatiémsity is at a relatively high level because sofne
the lines in the network are greatly valued. A limith multiplicity 3, for example, is being coudte
as the equivalent of three lines. If we disreghedvalues of the lines and treat the graph asplsi
undirected binary graph, the density measure 305

A= _L =1L = number of lines
g(g-1) g(g-1) number of nodegrumber of nodesl)

A= _L = 2858 = 2858 =.5150
g(g-1) 75(75-1) 5550

Based on this second calculation we see that tiveonieis half way to reaching its maximum
completeness potential (density =1). Many of tlgy@arity Theorists named in the collegiality
sociogram have been “reasonably in touch” with amether at some major conferences. Within an
invisible college network, this level of social @ity is expected; therefore, the next step is to
determine if there is a significant relationshigveen a) the Singularity Theory co-citation network
and the collegial network, and b) the Singularibe®ry co-authorship network and the collegial
network. To investigate these relationships twoR@Arrelation analyses were carried out for the

matrix pairs. The results are presented in Talleafid Table 6.4.
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Table 6.3. QAP correlation of the Singularity Thsts’' co-citation and collegiality matrices.

Observed matrix: Thesis-Cocite-EXP
Structure matrix: Thesis-Collegiality-EXP
# of Permutations: 2500

Random seed: 46

Bivariate Statistics

1 2 3 4 5 6 7

Value Signif Avg SD P(Large) P (Small) NPerm

1 Pearson Correlation: 0.002 0.463 0.001 0.054 0.463 0.536 2500.000
2 Simple Matching: 0.231 0.283 0.224 0.014 0.283 0.725 2500.000
3 Jaccard Coefficient: 0.410 0.264 0.396 0.022 0.264 0.744 2500.000
4 Goodman-Kruskal Gamma: 0.069 0.264 0.000 0.105 0.264 0.744 2500.000

Table 6.4. QAP correlation of the Singularity Thets’ co-authorship and collegiality matrices.

Observed matrix: Thesis-Coauthors-EXP
Structure matrix: Thesis-Collegiality-EXP
4 of Permutations: 2500

Random seed: 518

Bivariate Statistics

1 2 3 4 5 6 7

Value Signif Avg SD P(Large) P(Small) NPerm

1  Pearson Correlation: 0.133 0.000 -0.001 0.020 0.000 1.000 2500.000
2 Simple Matching: 0.485 0.000 0.474 0.010 0.000 1.000 2500.000
3 Jaccard Coefficient: 0.051 0.000 0.032 0.004 0.000 1.000 2500.000
4 Goodman-Kruskal Gamma: 0.585 0.000 -0.000 0.110 0.000 1.000 2500.000

Note from Table 6.3, in the “value” column, tha¢ thbserved Pearson correlation between
the co-citation matrix and the collegiality matviias 0.002. The average random correlation was
.001 with a standard error of 0.054. The percantdgandom correlations as large as .002 was
46.3%. Since this is a high proportion (0.46 >5) ibe relationship between the matrices is non-
significant, with some similarities based on chanthis means that there are two distinct pattefns
behaviour among the community members: one paitie8ingularity Theory associated with the

authors’ select conference attendance and anatparate pattern reflecting how the authors’
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perceive one another (i.e., co-cite) in terms tdliactual similarity. The lack of congruence
between the two matrices clearly reflects Whit@80(1) understanding that social ties are not
necessary for citation: authors will cite otherreus without knowing them. Also, social interaatio
is not sufficient for citation in the sense thagly knowing authors is not reason enough to cite
them.

In Table 6.4 the “value” column indicates that tserved Pearson correlation between the
co-authorship matrix and the collegiality matrixssa133. The average random correlation was zero
with a standard error of 0.020. The percentagamiom correlations as large as 0.133 was 0%.
This is a significantly low proportion (0.00 < 0)0%herefore a strong relationship exists betwéen t
matrices, which is not likely to have occurred bgiece. Among the Singularity Theorists who have
co-authored papers, several have been togethse atne conferences. No assumption may be made
however that the joint papers were the result efttrauthors meeting and actually working together
at a conference. What the data seems to be sholengs that there is a significant connection
between the two types of social activities in mathtcs: keeping “reasonably in touch” with
international colleagues and their current workhim subject, and knowing each other well enough to
form collaborative relationships.

A hierarchical clustering routine, performed on tedlegiality data, illustrates more clearly
who among the Singularity Theorists have attendedame conferences. The output of this
analysis, using CINET, is shown in Table 6.5. Several of the intermatlanathematicians have
been quite mobile and some have been more invalvednference activities than others. The data is
historical in nature; therefore senior mathematisiaeho have spent a longer portion of their caireer
Singularity Theory (e.g., WALL) will obviously shohigher rates of attendance than others. All of
the past conferences have been held in “rathesgtdglaces,” as Price (1986) suggests, and
financial support has been offered in some casgs (Arnoldfest” — Fields Institute, Toronto) to

enable long distance travel.
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Table 6.5.UCINET hierarchical clustering output. Collegiality itn§ularity Theory (1970-2000).

ot ditaset: C:\Program Files\Uciret 5\Alesia-Data\thesis-collegiality-FxP
Method: CVPLEIE ILINK
Type of Data: Similarities
HIFRARCHICAL, CIUSTERING
L
E c
A J H
R E I
T UL P M L K VG S L
A B M NO A L BA PE H vv D AU T B L b4
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AILBVRF S ASL US SAII EHM RLN AEMMLCS H HULARWGETIBGLAINE RS G GN AAA

RAIREAU O LIG RID ALRJMSEA TIG ANRIIOHI IFIMEFOIIIRNERUMEBR YS D IB WESZLR
TNNINNKKNAAER DNI BLOEEKRTPEKTSSRSSLLDEL TUKISFTLBSAZLEEPRRTTUEHAMBRWOCEAYI
OCSETGUOORBWAKYSM BINNROSHHOARAUNKTMNONITNKAYSNMSSSTAIUNISILINLAMOLUARZDRUS
LOKLAEDIBOEINUKKCOAGAGLROEAUAAIWOIOAOWKEHEUWAIEAOOIEDNEGLMNIBOEMONICLTKYIKK
ONIOLRAKECRCGOAIAKHOKAENNRMSNNTALINNRYOVOYIA SYNNNENEGLOLAKNAVTMNDNELHOKATII
\Y% E ATZE A A GO D E M S R 0] GR HNN
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D e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e p:o.¢ QRN
T e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e D2+ G peoso. QNN RERKK .. w e
U D2+ QO RKH L AR ..
T Y KUK v e e e e RX0XRX XXX XXX KR 0 o e e s
L TSN .+ KK XXX, . XX XK KR KRR 0 0w a o e
e << Pt q XX . XX R0RK XRRKKKK . . XN KXDBIBESRKK . KRK XXX
2 ... KK KR KR KRR w e R0RRKK . KRR KK KRK R0XRRRXRREKXK. KKK KRRXRRXRRIXRRIKXLIKRRIAXK. KXEKKKK
1 ..., KL KRR KRR KKK KK KKK X
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Galligo — Hironaka — Looijenga
— Merle — Brieskorn —
MacPherson — Mather — Pham
— Porteous — Pellikaan —
LeDungTrang — Saito — Suwa

Kurdyka

Paruskinski P Wilson — Gibson — Teissier —

Vanstraten — Gusein-Zade —
Ebeling — Greuel — Luengo —
Campillo — Siersma —
Steenbrink — Hertling — Tibar
— Goryunov -- Brasselet —
Hamm — Damon — Mond —
Giblin — Bruce — Wall —
Janeczco — Sedykh —
Kazarian -- Zakalyukin

Dimca
Oka
Sabbah

Lejeune-Jalabert
Lojasiwiecz
Malgrange

Arnold — Khovanskii —
Bierstone — Milman —
Milnor — Slodowy —

Varchenko — Vassiliev

Fukui — Ishikawa —
lzumiya —
Duplessis —
Gaffney — Trotman

As for each of the individual clusters, it is diffit to know what sort of underlying factors

have played a significant role in grouping the namior instance, consider the large cluster, which

includes the names of WILSON, GIBSON, TEISSIER, V&NRATEN etc. Were all of these

mathematicians highly interested in and investetiéntopics covered by the conferences they

attended? Can they be considered the more “souithiematicians of their international colleagues
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or are they simply among the senior “elite” witle thnost access to funding for travel? Do these
mathematicians live in geographic locations thakeriaeasier for them to travel? All of these
guestions clearly lead towards a deeper investigatito the actual motivations and behaviours ef th
individual mathematicians themselves. From a sgteative standpoint, this information could be
surveyed among selected authors; however, the matieans would have to be relied upon to
remember and think clearly about what was impotaiitem at the time. Collegiality data can
therefore be expressed neatly as a structuralrpgltet as an “experience” the best way to
understand why the Singularity Theorists parti@datconferences is to study how they view and

make use of the environments that presently hegt tbllegial activities.

6.3 The Isaac Newton Institute as an Informatioe Bavironment

In order to do research scientists — as sociarset are dependent on space. A research
“space” can be a laboratory or office, or it carelbeénternet-based “arena” designed to facilitate
observations and experiments, the flow of ideasfacts, and the need for discussion. Whenever or
wherever a certain amount of space has been cotetrior science, information and its artifacts
(e.g., data; publications) are likely to be fourithim. In which case, a scientific workspace cloa
be referred to as an information environment orenecisely, an “Information Use Environment.”
The Isaac Newton Institute is a special type abimfation Use Environment, because it brings
international mathematicians together in one plysipace so that they can effectively share
information with one another and use this informatio advance their research.

In past years, very few studies concerning InfaionaUse Environments in Science have
been carried out in the field of Information Stugfe.g., Kinsella, 1998) even though there has been
ample discussion as to what actually constituteSrdarmation Use Environment” (i.e., Rosenbaum,
1993; 1996; Taylor, 1986; 1991). Taylor's (1986&)ue-added theory asserts that the Information

Use Environment (IUE) is a space where informatélated behaviours occur and that such
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behaviours constitute “the sum of activities thiowghich information becomes useful” (p. 221).
The IUE may be defined as “the set of those elesniatt a) affect the flow and use of information
messages into, within, and out of any definabléyerand b) determine the criteria by which the
value of information messages will be judged” (Tayll986, pp. 3-4). To fully understand the IUE,
or any IUE, Taylor (1991) proposes that it is intpat to collect data concerning the following
elements: sets of people, the structure of theblpms, typical settings and the resolution of
problems.

Rosenbaum’s (1996) critique of Taylor's IUE is titds “fundamentally ambiguous” and
that much of what is emphasized in his theory eeattension between “perspectives based on
structural assumptions and those based on actiented assumptions” (1996, p. 71). Consequently,
Rosenbaum argues for a structurational approatttetbJE, which combines both Taylor's value-
added theory with Gidden’s (1984) theory of strugtion. With this new structurational approach,
theduality of structurds given precedence so that the two main constfctaylor’s original
dichotomy — the IUE and information-related behaxgo- form an interrelationship. The IUE is
“instantiated in action” and “routinely produceddareproduced through the social practices or
information behaviour of users” (Rosenbaum, 1996,]2). Similarly, information behaviours can
“certainly be constrained, shaped, and enableti&YJIE” (p. 112). Essentially “the presence of
each other makes the other possible; neither hasinggwithout the other” (1996, p. 112).

More often than not, research concerning the sstshtUE has occurred in the field of
sociology. Among sociologists of science, physied biology laboratories have been the main
choices for ethnographic fieldwork and the soctaistructivist view science, a predominant research
theme (e.g., Knorr-Cetina, 1981; 1983; Latour & \Iigaw, 1979; Merz, 1998; Traweek, 1988).
Social constructivists believe that science is myancontextualized activity, or more preciselyttha
“the products of science are contextually specifinstructions [and] bear the mark of the situationa
contingency and interest structure of the procgssHich they are generated” (Knorr-Cetina, 1981,
p. 5). Social constructivism was, in part, a rigaicagainst Merton’s (1957; 1967)
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normative/functionalist model of science and thetidan tenet that social factors influence
scientists and how they interact, but are irreletv@aknowledge produced by science.

In this study, Rosenbaum’s (1996) structuratigraspective of the Information Use
Environment is recognized and accepted as the priedot theme. The Isaac Newton Institute is the
chosen IUE, with an understanding that mathematicés social actors have developed a need for
this type of research space. By virtue of the@iacand collegial activities over the years,
mathematicians have “instantiated in action” thistexice of the Institute environment. Likewises th
Isaac Newton Institute, as an equal participaatlii-directional structurational relationship, tias

power to shape and influence the mathematicianse®ence of sharing and doing research.

6.4 Ethnography of Communication at the Isaac Nawnstitute

To my knowledge there has never been an ethnograpldy carried out in a Mathematics
Research Institute. This is the first of its kiatthough it is perhaps not as extensive as soher ot
ethnographic studies that have taken place in Sfiteresearch environments. Traweek’s (1988)
study of the high-energy physics community, forragpée, inBeamtimes and Lifetimesas carried
out for over a one-year period. By contrast, shigly at the Isaac Newton Institute occurred fozeh
months and may be classified as a “mini-ethnograyfltpmmunication.” The benefit of this “mini-
ethnography” is that it places the construct ofegpality in Singularity Theory into a more dynamic
context for analysis. It also allows me as theaesher to focus on answering the following
guestions: How does the international mathemagissarch institute function as a specialized
information use environment? What types of resesigre available to the mathematicians who visit
this environment? How do the visiting mathematisisommunicate information to each other in the

institute environment, and what are their personliégial experiences?



6.4.1 Gaining entry to the field

The process of ‘gaining entry to the field’ begari 99 when | first discovered that the Isaac
Newton Institute was preparing to host a Singuyldrtieory program in the autumn of 2000. | was at
the stage of writing my Ph.D. thesis proposal anoh@l the announcement to this program on the
Newton Institute’s Web site. My proposal describedsit to the Newton Institute for qualitative
data collection purposes; thus in keeping with fités, | wrote a letter to the Director concernimg
thesis, outlining its general purpose and my neeghtry out ethnographic fieldwork. | explained my
interest in the Singularity Theory community asransible college and also commented on my
background experience with this research commuastthe former Program Coordinator of the
Fields Institute in Toronto. The Newton Instit@®irector received my letter and was amenable to
having me come to Cambridge as a special rese@itbrv Nevertheless, my request was somewhat
unusual to him, so he sent an e-mail messagedithe Deputy Director of the Fields Institute iodf
out more about me, clarify my connection to thddSiénstitute and also confirm the legitimacy of
my study. All communications with the field “gatsper” were eventually successful, and once |
received a letter of acceptance concerning my, Vipitoceeded to make the necessary travel
arrangements.

| arrived in Cambridge, England during the firgelk of September 2000 and spent the first
two days settling in to my place of accommodati@n September 8, | took a bicycle tour through
Cambridge and with a city map, | eventually foungway to the Isaac Newton Institute building at
20 Clarkson Road. The Clarkson Road area of tmel@idge campus was several kilometers west of
the city center. | was living on the East Endte tity, so it took me approximately 30 minutegéo
there. Once | arrived, | was delighted to seettiainstitute building was situated in a ruratiset
The lawns surrounding the building were freshly mamd green, and there was a neighborhood of
guaint English homes on the opposite side of tleett Just to the left of the Institute was the

University’s newly built Centre for MathematicaliSaces. To the right of the Institute was the
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Wolfson Court housing unit of Girton College, aricedtly behind the Institute building, a
construction site was in the process of developingw physical sciences library, now the Betty and
Gordon Moore Library. The Singularity Theory pragrterm was already in progress and as |
walked through the main entrance to the Instituteticed that the building was populated with a few
visitors.

My first task on my day of entry was to introducgself to the staff, particularly the
Secretary to the Director, since she was the pesstbrmvhom | had the most communication before
my arrival. The Director, Professor K. Moffatt, svaut of town at the time, and | was told that |
would not have an opportunity to meet him untileelw or so when he returned. Ms. Abbott, the
Secretary, provided me with a key card to the timstiand gave me instructions on how to use it to
enter into to the building. With this key caraiould access my research environment any timd that
wished. The secretary also gave me a copy ofitigutarity Theory program package — a folder
containing general information about the Institael announcements regarding all upcoming
workshops — and introduced me to some other staffilbers, namely the receptionist, the program
coordinators and the computer systems managetsr rtiking myself known to the staff and the
purpose of my visit, | was then left on my own togeed with my work.

My first observations were focused on the physecadironment of the Institute. | was not
prepared to initiate any observations or interviews! | had actually met some of the program
visitors. | also wanted to take some time to éateemy role as ethnographer and let the
mathematicians become more comfortable with mygmes. Contrary to what | expected, the
mathematicians were not all that uncomfortableeylere not particularly concerned about my
presence and | suspect that this was becausedtiteitie, as a temporary space for research, was as
new to them as a visitor, as it was to me. | wasmruding upon a well-established, permanent
community of research scientists; therefore mytgosiwas such that | could have been easily been

mistaken for another visiting mathematician.



Soon after my arrival date, the Singularity Theprggram officer approached me and
suggested that | might want to post an announcetoait visitors concerning my research. She
offered to help prepare the announcement and postthe bulletin boards located in both the main
entrance and the mezzanine level. | was gratefaét for her suggestion, and when we met in her
office | allowed her to take a Polariod camera pgaph of me to copy on to an 8 x 11%-inch piece
of paper. On the same paper, we included photoobpy University of Toronto business card and
added a brief description of my research role, wvhéad as follows:

Alesia Zuccala is here at the Institute to cauryresearch for her thesis on the

bibliometric structure of Singularity Theory reseafas an “Invisible College”

network) and the social processes of communicaioong mathematicians in

the Institute environment. As an essential pahtesfresearch, she would like to

speak to those working in Singularity Theory. diywould like to help, please

speak to Alesia or contact reception.

For a start, the announcement was valuable bedtagegerated a certain amount of curiosity among
the visitors. Some of the visitors who saw thetpapproached me and asked me a few questions
about the study. The announcement also markeahportant aspect of my entry to the field: the

Institute’s acceptance of my ethnographic role thedwillingness of the staff to welcome me and

introduce me to the scientific community.

6.4.2 Physical layout of the Institute, staffinglaervices

When | first entered the main doors to the Newtmstitute, | was impressed by how similar
the interior architecture was to the Fields Ingtitin Toronto. | felt inspired to be there andhet
same time comfortable, because | had just gaingg tmwhat | considered familiar territory. The
Newton Institute was built in 1992, and close te time it was under construction a group of
mathematicians and architects from Canada hadl¢dhgeecifically to Cambridge to see it. The
Fields Institute was later modeled after this Cadg® prototype and constructed at the University of
Toronto campus in 1995. Today both the Fieldstlistand the Newton institute are recognized
world wide as first rate research environmentse Mbwton Institute in particular received the
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Queen’s Anniversary prize in 1998 for Higher andtker Education. It also presents itself as a very
pleasant environment decorated with personalizfdiets and art pieces (e.g., The Queens
Anniversary Prize Medal, a portrait of Isaac Newamdl a bust of Sir Michael Atiyah, the Institute’s
first Director). A photograph of the Newton Inati¢ building from the outside is shown in Figure
6.2. Figures 6.3 and 6.4 present hand-drawn diagyce the first floor level, mezzanine level and

second level of the Institute’s interior floor plgsee Figures 6.2, 6.3 and 6.4).

Photo Credit: A. Zuccala

Figure 6.2. The Isaac Newton Institute For Researdathematical Sciences.

Note from the diagram of the first floor level thhe reception area was located just inside
the main entrance. The receptionist was thegisson to greet incoming visitors to the Institatel
it was she who provided general assistance andaftion to them upon their arrival. At the
reception desk, visitors received their buildingrance key cards and program packages. All details
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pertaining to the Cambridge University campus,lttstitute building, upcoming talks and
workshops, and services provided by the staff wesleided in the program package. If the visitors
were interested in acquiring information about upty events, they could also refer to the daily and

weekly postings on the bulletin board in the maiception area or the Newton Institute’s home Web

site.
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Behind the reception desk, a windowed partition door separated the open offices of the
two program secretaries. The duties that theyopad at the Institute were the most familiar ta me

| once held the position of Program CoordinatahatFields Institute; therefore | recognized tinat t

most significant part of their job was to mainteegular contact with the scientific organizing

committees. The Singularity Theory program wagatireg in parallel to the Geometry and

Topology of Fluid Flows program; hence the secketasigned to work with the Singularity Theory
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organizers was expected to ensure that all aetsvgssociated with this specific program were
running efficiently. She was responsible for aietgrof details, including mailing out invitation
letters, receiving talk abstracts from speakersdivwetloping talk schedules.

Two additional offices, inside the open prograniogff were reserved for the Secretary to the
Director and the Director of the Institute. The®@gary’'s role was to allocate seminar rooms, assig
offices to visitors, manage the use of all officeigment and provide general secretarial servizes t
both the directorate and visitors to the prograhe Director’s role, as head of the Institute, was t
chair the Institute’s Management Committee. ThosnGittee meets once a term to consider matters
related to finance, staffing etc. and it is theeldior who issues recommendations concerning dll pas
and present scientific programs. The Director alsgirs another meeting twice a year that concerns
all members of the Scientific Steering Committeee@esentative group of international
mathematicians who offer advice pertaining to fetorograms. | met with the Director only once
during my visit, and although he was quite welcagine had only a 15-minute conversation.

The Institute’s library was located to the rightloé main entrance, and this was where |
spent the majority of my first few days. Also, base | did not have a private office within the
building, the library became a makeshift office fiee when | needed space to carry out one-to-one
interviews. It was a reasonably large area, desigrith a first floor level and mezzanine gallery.
Windowed partitions facing the inside of the Newtnstitute building and a series of large windows
facing the outside filled the room with a lot oftmial light. The first floor level housed all the
mathematical texts and monographs; while the méaeayallery was reserved for the storage of
archived mathematics journals. All texts were siféexd according to the Library of Congress
Classification Scheme and representative of atyasiemathematics subjects. The archived journals
were mainly acquired by donation and had been dazgdron the gallery shelves alphabetically.
Large wooden tables with chairs were positioned tleashelving units at both ends of the Library’s
first floor, so that the visitors could sit quiettywork or read. In a special reading area, nepsys
from the Cambridge and London areas were laid nw coffee table. Visitors who chose to relax in
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this reading area were provided with comfortablentpe chairs next to a bay window. A narrow
shelf, also located to the left of the bay windeas reserved for a new book display for previewing
current publications related to the Singularity dfyeProgram theme. Among these publications
were the Isaac Newton Institute’s own series of egoaphs, published through a joint agreement
with the Cambridge University Press. The libramgeiry desk, near the entrance, was organized
with a presentation of pamphlets and maps pergitirthe city of Cambridge. Visitors could
browse through the pamphlets in order to learn bt current events in the city (e.g., theatre),
and also find information about local restauramd eafes. Next to the library’s enquiry desk there
was a photocopy machine and two bookshelves. ©the dookshelves housed a series of binders
containing papers (preprints) produced by prograrntigipants, annual report data and photographs
and press cuttings concerning major events hdlkdnstitute (e.g., Wiles’ solution to Fermat’s
Theorem). If the mathematicians needed to se&ecklectronic catalogues of the full Cambridge
library system, computer terminals were availabtettiem near the enquiry desk. The small library
of the Institute, however, was not very sophisédadnd it seemed in to be set up mainly for brogvsin
purposes. The circulation system for borrowingksoeas basic (i.e., not automated), and all visitor
who wanted to take a book out of the library wemguested to sigh a book loan card and place it in
an index box. General instructions were giverhtouisitors to keep all library materials in their
offices and not remove them from the Institute gses | was in contact with the librarian on a
number of occasions during my visit, and similaotioer staff members, | found her to be quite
helpful. Her role as the chief information offiogas to run the library, provide assistance to the
visitors with their use of other library faciliti@s Cambridge and maintain a record of publications
resulting from work done in the Institute.

A housing service was available to the mathematicisitors, and was staffed by one person
at the Institute located in a small office on teeand floor. | did not communicate with the hogsin
officer regarding my own housing needs in Cambridhgavever, | knew that her role was to assist
both the long-stay mathematician visitors and skt@ay visitors to the Institute with the most
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convenient forms of accommodation. The mathenaaticicould apply for accommodation prior to
their visit online through the Institute’s Web padeepending on how long they were planning to
participate in the program, the visitors had arnaopof either staying in a fully furnished town rssu
unit in a neighborhood near the Institute or a thasse.

One of the most regularly used areas of the Insthiuilding was the small computer room
located near the mezzanine. The Secretary toiteetdr had introduced me to the computer systems
managers on my first day and when | discoveredithas entitled to have access to this system as a
special visitor, | completed a request form formstitute e-mail address. Office space was reserve
specifically for the mathematicians; yet, becadsayspecial status, | was allowed to make use of
the general computer workstations. If | neededanygputing assistance, | could, like all other
visitors, knock on the office door of the two systemanagers (second floor mezzanine level) and
ask for help.

The computer system within the Institute was based mix of Unix workstations, including
Sun SPARC workstations, Hewlett-Packard 7000 sar@kstations and Silicon Graphics 02
workstations. Most of the software programs atddlan these workstations (e.g., Maple V;
Mathematica; LaTeX 2e) were not suitable for mykydwut it was clear that they were useful to the
mathematicians. Throughout my visit, the secoadrftomputer room tended to house a lot of
visitors especially those who wanted to quickly émgto e-mail or use some of the software for short
term work. All of the long-stay mathematicians ltathputers in their semi-private offices (i.e., two
people assigned to an office); however, anyone aemoe to the Institute for about a week or two was
relegated to a shared workstation. At times thrernon computer room was so busy, especially
during the workshop periods, | had to wait awhidéédoe a workstation was available.

The most important communication areas of thetbistiwere the two seminar rooms located
on the first floor level, the tea service area hdlihe staircase, and the mezzanine level on tdunde
floor. Once | became more comfortable with my etmaphic research role, | spent most of my time
on the mezzanine level because this seemed tehgithe location for informal communication and
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conversation eavesdropping. In Chapter 5, | desdtie interior layout of the mezzanine and some
of the collaborative situations that | observedeheDpportunities for eavesdropping were not as
plentiful in the tea service area as they werdérhezzanine, primarily because the visitors temded
only congregate in the tea service area eithe@ &0lam or 3:00 p.m., after the talks. The tegiser
area, however, was not used only for the Instisutegular “tea-time.” At the start of a workshop or
after a special evening talk, wine was often setedtie visitors. Sometimes | offered to help it
service staff during these evening receptions, imeéfound that it was a good way to make myself
more visible. The “tea-time” or reception area watvery spacious, and when fifty or so of the
visitors crowded together to socialize, there waading room only. Often the mathematicians stood
and conversed together in groups of three or fessgns, and when an interesting mathematics
discussion took place, some of them made use afdheby blackboard attached to the back of the
Institute’s main staircase.

The two seminar rooms in the Institute were spagibut reserved mainly for lectures. In
the larger of the two seminar rooms, rows of tahted chairs were set up to face the front lecture
stage. An overhead projector and screen wereadgjlas well as a podium. Perhaps the most
distinguishing features of the lecture stage -aéufe one would expect in a mathematical
environment — was the overhead set of verticairgithlackboards. A speaker could write out parts
of his/her lecture on these blackboards, and idstéarasing the work, pull down another board to
create more writing space. When | spent time alirsgthe seminar periods in the lecture halls, it
was mainly to listen to the Singularity Theoristegent lectures and to learn more about the

mathematicians’ formal ways of speaking or commaincg).



6.4.3 The Singularity Theory program

The Singularity Theory program term at the Isaaebdn Institute was planned by a
scientific organizing committee chaired by ProfessoARNOLD, Professor J. W. BRUCE,
Professor D. SIERSMA and Professor V. GORYUNOV.elDw a serious bicycling accident
ARNOLD “was not able to attend the program” (Nemtostitute Annual Report, 2001, p. 26).
Consequently, | did not have an opportunity to nvggt him or request an interview during my
ethnographic visit. In fact, | did not have an ogpnity to talk at length with any of the program
organizers, accept for SIERSMA. SIERSMA, along Vit®RYUNOV was responsible for “the day-
to-day” activities at the Institute, while Professd AKALYUKIN, WALL, GIBLIN and NIKULIN
also played significant roles during the program@mnizers of specific workshops.

The first organized event associated with the 2Bid@ularity Theory term was the NATO
Summer School oNew Developments in Singularity The@duly 31-August 11). Work-related
obligations in the city of Toronto prevented menfrtraveling to Cambridge in July; therefore, my
fieldwork did not include this period. However|léwing my arrival on Septembef8l participated
in the autumn Workshop dkpplications to Wave Propagation Theory and Dynat&ystems
(September 25-29). | also participated in the Wbdp omApplications to Quantum Field Theory
(October 23-27), as well as the informal discussimeting orDifferent Aspects of Singularity
Theory(November, 24-25). A Satellite Workshop Applications of Singularity Theory to Geometry
was held at the University of Liverpool in Decemfieecember 16-21), but because my research
plan was focused on the Newton Institute envirortimesid not make the effort pursue further
research outside the Clarkson Rd. building. | sparaverage, three to four days a week at the
Institute, generally from 10:00 a.m. to 6:00 p.mthie evening. By December &vhen all the
mathematician visitors had left for Liverpool, Icheollected a significant amount of data and detide

that it was an appropriate time for me to conclogefieldwork.
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The workshop activities brought in a large numtfestmrt-term visitors to the Institute,
many of whom traveled to England from other paft&wrope, North America and Russia, and others
who came in locally from the Cambridge, Oxford &mhdon areas® During the registration period
of the first autumn workshop (i.é\pplications to Quantum Field Theoryyecall being impressed
by the multi-lingual atmosphere. | wandered alibatmain entrance to the Institute, and as | passed
some of the small groups of mathematicians engemgedormal conversations, | recognized a mix of
languages and accents, including French, Russiagiish, Spanish etc. There was a comfortable
feeling of “collegiality” among the visitors andseemed as though they were re-acquainting
themselves with old friends.

The workshops, as | soon discovered, were not sixelly based on Singularities research,
even though this subject area occupies a fairlyrakeposition in mathematics. Since it is a mature
subject much of the foundational work has alreaglyrbdone. It is now at a stage where the theories
are applicable to other research areas; hencefifue Newton Institute’s role throughout the
program term was to facilitate the advancemenhe$é applications:

Singularity Theory lies at the crossroads of thiapaonnecting the most important

areas of mathematics ... For example, it conneetintvestigation of optical caustics

with simple Lie algebras and regular polyhedra theahile also relating hyperbolic

PDE wave fronts to knot theory and the theory efghape of solids to commutative

algebra (Isaac Newton Institute Annual Report, 2@024).

While short-term visitors were travelling to andrfr the Institute for the weeklong workshop
periods, approximately 50 of the mathematiciansaiaed on site for the full program term.
Professors TROTMAN, BOGAEVSKY, DAMON, SEDYKH and GANEY were among the long-
stay visitors; however, | did not necessarily $emnt at the Institute every day. Sometimes they

remained at home in their guesthouses, traveleshionmt periods, and/or took part in tourist acitbsat

| did not follow or observe the mathematicians wtiezy were tourists, but this was expected in a

2 The Isaac Newton Institute’s Annual Report nobes there were 87 short-term visitors in total.
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beautiful city like Cambridge, and comments regagdiuch activities came up in friendly
conversation.

When the long-stay visitors were seen at the litstitt noticed that they would come in at
different hours of the day — some arriving in therning, others later in the afternoon — to carryy ou
private or collaborative work, or participate irettlaily seminars. Usually they worked in their
office, with their doors left slightly open, sigpiig a certain level of availability or openness to
having other colleagues ‘drop in’ for conversatidvhen they emerged from their offices, it was
mainly to have a tea/coffee break, check theirmeaiés on the second floor, pick up papers from the
printer, chat with other visitors on the mezzardewel or leave the building. By contrast, the shor
term visitors (up to one-week stay) were genesglgn in the seminar rooms and if they were not
attending lectures, they usually sat in the tesicerand mezzanine areas to relax, eat lunch or
discuss research.

| am not a trained mathematician, and have vétg knowledge of Singularities research;
therefore one of the most important events for balnstitute was the special staff lecture gilign
Professor SIERSMA. The Singularity Theory progm@uordinator informed me of this lecture on the
same day that it had occurred (Septemb8} a6d invited me to attend in the small seminantoo
Elementary talks to the staff concerning the progtiaemes were apparently a regular occurrence at
the Institute. Their purpose was to give all & thaff members an opportunity to learn more about
the scientific activities they were supportingnd | was present for my fieldwork, | had an
opportunity to learn something as well. | broughmotebook with me to the lecture and made an
effort to copy some of SIERMA'’s chalk-drawn figureBespite my attentiveness, | found some of
the mathematical concepts difficult to understavhen the lecture was finished, | remained in the
seminar room with the program coordinator to aikwaquestions. This staff member seemed to
understand Singularities research a lot better tioligh and unfortunately, both my questions andghe

did not enlighten me too much. Professor SIERSM keen to explain the mathematics, but much
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of the knowledge that | have acquired to this dastill probably best summed up by a general
definition of a Singularity: “the point on a curtleat is different from all others.”

With respect to scholarly communication within thetitute — i.e., the mathematicians’
social habits of communicating and sharing infoiorat | was perhaps in a much better position to
observe and take notes. Communication in the adigdtadition of mathematics is not very different
from communication in other scholarly areas (drggrmation Studies) since there are both formal
and informal aspects. The formal aspects in madliesinclude the writing of papers for peer
review and publication, and the oral presentatiopapers at academic conferences. Informal
communication occurs when mathematicians discussrsearch, for instance, by sharing ideas in
conversation with one another, exchanging prepimgerson or through e-mail, or working together
front of a blackboard to write out and questionrieaning of a mathematical object or proof.

At the Isaac Newton Institute, my observationshef mathematicians’ formal communication
habits occurred during the Singularity Theory pergrseminars, and also during some of the
Institute’s general, non-program talks. Throughtbetweeklong workshops, the seminar periods
occurred up to 5 times daily, but during the regplegram period, there were usually two seminars
per day. It was the norm for all visitors to tinstitute environment to view a posting of a worksho
or program term talk schedule at least one weetrbéf occurred. On the bulletin board located jus
outside the large seminar room, the mathematiciankl preview the names of upcoming speakers,
talk titles and a short abstract of the talks ideorto have an idea of what to expect. When aaegu
program seminar took place, approximately 20 tof3he mathematicians attended. More visitors
(approximately 40 to 50) participated in the worslseminars; however the seminar room was not
often filled to capacity.

There was only one time when the seminar room wawptetely filled, and this was when
Professor H. M. S. Coxeter arrived at the Newtastitimte to give a “special seminar.” Special
seminars or “distinguished lectures” as they aliedat the Fields Institute, are common in
mathematics and are usually established to hohewvbrk of well-known researchers who have
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made significant contributions to a subject overdburse of their career. | was not surprise@& s
that Professor Coxeter's name was attributed sotyfpie of seminar at the Isaac Newton Institute.
Due to my program work at the Fields Institute ordnto, | was aware of his status as a geometer at
the University of Toronto and | also knew that Hields had named its own special Coxeter Lecture
Series after him (Fields Institute for Mathemati8alences, 2003).

Professor Coxeter’s special seminar was held oevbaing of September 18A variety of
people came to hear him speak, including manymf8arity Theory visitors. There was a feeling of
reverence in the seminar room and the audience ersmiere generally quiet. | suspect that the
large turnout was due not only to his status asithematician, but also to his age: he was 94 years
old at the time?* A question and answer period was reserved fer #fe talk; therefore, nobody
motioned to interrupt Professor Coxeter. Also,eohthe audience members spoke to one another;
they seemed intent on giving him their undividegmtion. | would not classify this behaviour as th
norm for all other types of seminars or lecturemathematics. | think that because it was a very
special lecture it generated a more obvious tormesgfect.

When | sat in the seminar room to observe the $amigy Theory seminars, the tone was still
formal, but generally more relaxed than it was migifProfessor Coxeter’s talk. At a regular talk, it
was not unusual for mathematicians in the audiémagterrupt a speaker to ask a question.
Questioning behaviour seemed to be a functioneaiidience members’ stimulated interest and/or
perceived relevance to their own work. Unlesssiiieaker or seminar chair instructed people in the
audience to reserve questions for later, the speaikald oblige a colleague’s interruption with a
comment or explanation. Sometimes, depending@malture of the question, a conversation might
occur between the speaker and audience memberpbually such sideline conversations were not
carried out too long. The seminar periods werddidhto 45-minutes; thus the speaker generally had

to focus on economizing his/her time. On workstaps when up to four or five talks were

2L professor Coxeter died at the age of 96 in Ma26b3.
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scheduled, the tea breaks were especially valdabbe mathematicians. If they did not have an
opportunity to ask a question during the seminacjarify certain parts of the talk, they had an
opportunity to do so with the speaker at the lnstitea.

Often before a mathematician gave a seminar dh#titute, he or she would comment on its
overall purpose. If the speaker intended to ptasew mathematical results or if he or she simply
designed an elementary talk, accessible to a wiaerp of mathematicians, the audience members
were told beforehand. For example, in the largeiisar room of the Institute, | heard one speaker
say: “Because the audience is made up of Singylahieory people, I'll assume that you don’t know
anything about mechanics. This is an elementdky.td | also witnessed a speaker directly ask his
audience for their mathematical input: “I'm notexpert on Singularity Theory. | see some
members of the audience who are, and maybe thelgalpn Maybe we can work together to solve
the problem.”

Compared to talks given by conference speaketsisdcial sciences (e.g., Information
Studies) mathematicians give the impression ofgoginre spontaneous. They do not always deliver
information with a full set of overhead slides, awn when speakers did use overhead
transparencies, they rarely consisted of paragchpbtes and were often left blank for writing
purposes or to present hand-drawn figures. Ittygisal for the speaker to highlight parts of agfro
or a figure with blue, red or green marker on agparency for emphasis. More often than not, the
mathematicians would bring pages of personal rinteghe seminar room, place the notes on the
podium, and generate their talks dynamically froit minds. Occasionally they would refer to
their notes when they proceeded to write partsprbaf or a figure on the blackboard. Use of the
overhead blackboards in the Newton Institute semim@m meant that speakers sometimes needed to
turn their backs to the audience; however they doslually turn around again to address their
audience directly, and use a pointer or simplylgestio what they had written.

Throughout my Institute visit, there were only sany talks that | could attend without
reaching a point of feeling bored. | admit to thigperience, because it was something that |
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eventually identified as being a mild source ofiatyx If | was becoming bored with my
observations of the seminar periods, did this nteatl was not a good ethnographic researcher?
Did this mean that | would not succeed at inteipgethe mathematicians’ communication patterns?
Chatman (1984) assures all researchers in my posiiat a certain amount of stress and anxiety in
the field is normal. Once | grew to accept tHifsdcame a little easier for me to tolerate ankbcef

on the nature of my boredom, and work towards awaneg my difficulties.

Mathematics research to me is a world of incomprsitde ideas, problems, and proofs.
Each time | participated in the seminar periodseaxch time | struggled to understand their meaning
it became clear that the prescribed rituals, acsns, and behaviours associated with these
communicative events could only convey a small patte collegiality story. Communication
during the Institute seminars may start with a semiitual, but it does not end there. A lot ofath
happens within this type of communicative situatim beyond occurs also in the mind of the
receiver. For this reason, | decided to intenegtobservation periods with periods devoted to one-
to-one interviews with the Singularity Theorist&/ith my interviews, | could focus more on the
thoughts and experiences of the mathematiciansstbless and learn more about what it was like for
them to be an Institute visitor.

All of the serious aspects of my ethnographic fiedk occurred during the daily program-
related events at the Institute. Fortunately,d tiee opportunity to participate in “less serious”
periods of fieldwork outside the Institute envircemh. The Cambridge University Press wine and
cheese party was one such activity, as well avanireg dinner hosted by one of the Singularity
Theory mathematicians and his wife. The dinngrdrticular allowed me to observe some of the
friendships among members of this community — tetdiwhich | am not at liberty to write about in
this study. It was an event that brought me ihtodommunity as an “insider” for a brief time. The
select persons at this dinner party knew who |avabwere amiable towards their international
colleagues and me. Many of them had seen me #tstirite and some had even participated in an
interview. We conversed about a variety of topiesluding politics, travel, and family life.
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Needless to say, | grew to appreciate the sociabpelities of the mathematicians; | was pleasatl th

| had the chance to know them both as researchdragpeople.

6.4.4 The mathematicians’ collegial experiences

Every year an Annual Report is published by tladsNewton Institute to elaborate on the
success of its programs and to confirm the resesrblevements of its visitors. One and a halfyear
after my ethnographic fieldwork at the Institutephtacted the Institute’s librarian by e-mail sk a
| could have a copy of the 2001 Report highlightimg activities associated with the Singularity
Theory program. She sent this Report to me bylaeguail and after | read the information, |
decided that it would be useful to reflect on sahthe noted program outcomes vis-a-vis my
interview data.

The 2001 Annual Report indicates, for example, ttredre was a very strong participation in
the conferences, workshops and other events dtirenfsingularity Theory] program” and that “the
majority of experts in the field attended” (p. 29)his statement is true; however, my conversations
with some of the mathematicians confirmed thaemnis of bringing together international experts,
the program had suffered to a degree because ARN&@Labsent. ARNOLD is a very dynamic
figure in this international research community #&SSILIEV, his former student, had suggested in
our interview (see discussion section, chaptehdt) there was an energy crisis without him. As one
of the main experts in Singularity Theory, ARNOLDuwud have been a valuable leader in terms of
asking questions and promoting ideas to “estalgiisid relations” among the visitors. This does not
mean that such relations did not occur, but they Inzeve taken a different quality if ARNOLD had
been there.

The Annual Report indicates that:

there was a certain amount of interaction withgheicipants of the parallel programme

on Geometry and Topology of Fluid Flow€ontacts with Pelz Ricca, Michor, Khesin,

Shnirelman and others helped the [Singularity Tiségjrto realize current needs of this

branch of applied mathematics (p. 28, original eagi).
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Also in terms of specific collaborative achievenseot the Singularity Theorists, the Report states
that

Ebeling and Gusein-Zade made considerable progréksir work on an algebraic
formula for the index of a differential form at molated complete intersection singularity.

Damon, Gaffney and Mond worked on a conjecturarilag that the image of a

map-germ from n-space to (n+1)-space is a freeditdasor in a sense of Damon.

This would yield a formula for the image Milnor nber (p. 29).
Clearly important mathematical outcomes resultechfthe program, but somewhere in between the
program’s initiation and the Annual Report’s pultion, the mathematicians themselves were
present and “collegially” involved with one anotheinstitute’s Information Use Environment. My
aim as a special visitor to this environment waadguire as much of an in-depth view as possible of
their personal experiences (see Appendices H agpkctively for interview schedule and
interviewee consent form).

As mentioned previously, SIERSMA was one of thestific organizers. When we had an
opportunity to sit down together for an intervidvasked if he would tell me, from his own

perspective, how the program term began and hawdeght it was progressing:

I. What were some of the events leading up t&thgularity Theory program here
at the Newton Institute and how did you becomeodtiee organizers?

R. Ok.. well.. that is easy. So the first organiwas Arnold and he brought up the idea
[of having this program] in relation to the Newtostitute. He was in contact with

the Director and the idea came up that he woulthb@rganizer of the Singularity
Theory program here and find some co-organizersd, Avhen | met him... | think

three years ago, at Oberwolfach [Germany].... hechsh@ “Dirk will you write together
with me a proposal’and then we talked a littleanit! we also saw Bill Bruce around
and together we wrote the proposal.

I. So from what | understand, one of the policEthe Newton Institute is to foster
a kind of’ interdisciplinarity’ between one areamfithematics and its applications to
another area. In your proposal did you put fottlistidea?

R. Ohyes.... If you look to the proposal, therelate of ideas, which give insight
into different mathematical streams and also saomepdex applications.

I. To areas such as physics?
R. Physics... and things... everything related to wanapagation theory ...
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I. So now a whole month has passed since the anogeas started. What is your
impression of the process of the program... for mstahow it has been going..
uhm...what are some of the interesting developménts .

R. So... lots of short-term kind of processes amigig as you see, especially during
the meetings... so people who come in for a shoe tian interact with the other
people, listen to talks and also talk with eachtleo It is a fairly fast exchange;
nevertheless, it is an exchange of ideas... andsage it also now if you look around

...[tape inaudible]... And then you have the long-tereople, so the influence of
some people like Vassiliev and other people...[inblgdi and Dubrovin.

[Note: Dubrovin gave a series of nine lectures dyifirs long-term on Frobenius manifolds

R. [The long-stay visitors] have more time to talkttle bit more about new directions.
And then of course, one of the optimal things & theople have more time to think.

At the Institute there are so many others her¢hep influence one another.

They then get new ideas and time to explore thaesasi .... and part of that they could
also have done it just alone... but .... | think ivésy important that there are a lot of
experts next door, then you can ask something afoich you are not really a specialist
in and you know who to ask.

I. I know that you have been really busy with yseientific organizing role, but
have you found it helpful to be here with respegtdur own research?

R. | have been still quite busy with things... nganizing the first three weeks, the
first meeting...but then after that | have been pirgjiespecially by meeting also
Tibar here... and we are still working on joint resda But still being an organizer
is not the best thing...

SIERSMA's position as a program organizer was deal because he had less time than

many of the other visiting mathematicians to beredim the Institute’s collegial environment. He

was, however, still very involved in the seminamd @id manage to set aside time to focus on his

own research interests. When he was not preoatupib his program role, | saw him engaged in

informal meetings with TIBAR to continue their wook a joint paper: one that they had started prior

to the program term. It was the case then thaalhof research at the Institute came from

communicative situations derived from specific perg activities. Sometimes the mathematicians

were simply making use of the Information Use Eomiment to focus on projects (collaborative or

otherwise) that were already in progress.

Long-term visitors, in particular, appreciated thgay at the Institute because it offered them

a reprieve from the teaching and administrativéeduaf their home universities. Yet during this
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reprieve, it was important for them to maintainueygmseful research balance. When | asked
DAMON to relate his impression of the Institute,dad:

Um... wow!. It’s sort of great! | really love beirgere! It's one of these things
where.. | mean.. | even said this at a meeting g6tine visiting committee that
there seems to be an overabundance of richedfam as just the sheer amount of
activity, you know.. with conferences and talks amdrything... | think the hardest
part is forcing yourself to divide up your time, that you have time to do your own
things and not just be totally absorbed in allldatures that are going on...

That’'s something for me that takes self-controtauese it is very easy... | mean
there are so many thing interesting things beingiad by these conferences and
seminars that it would be very easy for me to geverything.. and never do anything
yourself... uhm the main thing is realizing ‘lookgrly have so much time’ but

I’'m going to limit what | go to...

Since DAMON was visiting for an extended period tieed for balance may have been more critical
for him than for others who had arrived for onlgree or two-week visit. In light of this, | askeiirh
what his experience might be if he had come ifjdst a short term to attend a workshop:

| think probably | would go to the majority of teces at a workshop.... and also try
to fit in time to talk to people.. to ask questions

As a long-stay visitor, DAMON had been assigneaffice, so | was curious to know if he was
spending a lot of his time there when he was ntitatectures:

| spend, | guess about three days a week, roughtpme weeks maybe four..

and I'm not even there the whole day. SometindEmlt get there until later in the

morning. Some days | stay back ... you know...whereliing, just so that | have

time to think about stuff. ... | mean it's greattédk with people... you know, to

kind of throw ideas around and hear what peopléhan&ing...and that has long-term

benefits, but in terms of the immediate thing yoeitaying to accomplish.. you

know.. you want to get something written up.. ompteted... you need time alone

to think.

Mathematics research involves maintaining a baléeteeen work that is social and work
that is private. Mathematicians develop their téchl skills, for the most part, as subject spétisl
When they are learning new techniques or evaluatiagignificance of a problem, interaction is
valued with other similar specialists to make jutdgets about, or acquire new information. On the
other hand, when ideas must be developed for mtlait, private time is needed for uninterrupted
thinking and writing. The Institute’s Informatiddse Environment, which is a rich space for social

interaction, makes it even more essential to pvestdnis need. Publications legitimize the
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mathematicians’ research experiences; thereforappropriate amount of space must be reserved to
ensure that work is produced for formal recognition

Merz (1998) relates a similar finding with the thetacal physicists she observed as visitors
to CERN (the European Organization for Nuclear Red®. Research among the physicists
alternated between “talking phases” and phasesinfighysics. Face-to-face contact occurred when
two or more physicists involved themselves in @aesh discussion based on setting up a problem or
talking about physics while writing computationsahlackboard. As one visitor explained: “you
are sitting at a coffee table, say, and you me®escolleague and you say ‘oh so what are you doing
now' and so on” (p. 317). At other times the phbig retreated to their offices alone as a way of
“claiming space” for themselves. This was wherytheferred “not to be continuously ‘bothered;’
to follow [their] own tempo when doing a computatior solve a technical problem without having
somebody ‘look over their shoulder’ (p. 324). Mesfers to this back and forth shift from solitude
social interaction in physics as the “balance betwibe preference for independence and the wish
not to struggle alone” (p. 324).

At the Newton Institute, not all of the mathemiatits arrived with the intention of staying
for a long period; therefore, part of my intervidme was devoted to learning more about short-stay
visitors. My interview with Dr. Romero-Fuster iEparticular interest:

I. What is your general impression of the Newtwstitute?

R. Ithink that it is a pleasant place... a quitd aite place to spend some time

doing research. What I find is that the librarpmég very complete. | don’t know

whether this is because there is perhaps somelditey in Mathematics on the

campus somewhere else... or why... probably | woud that if | had to be here

for awhile, | would need some more.....[long pause].

I. Have you been here for very Ichg

R. | have only been here for two days... but | taakuick look at the library and found that
it was not very complete ...

I. Have you already experienced a need to usélireay?

R. No... | just went there to have a look...
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I. Just browsing?

R. Yeah, just browsing. But anyway [laughterplrbt have any time to read... because
| am at the lectures. | think that one of the nmramsons for being in an Institute like

this is to make contact with people and do somgthinkind of you know... make a
collaboration on research.

I. Were there any particular information-relateglisons that brought you to the workshop?
[Workshop on Applications to Wave Propagation Tlgdr

R. No.. no...
I. A problem that you are working on.... or ideaattjpou have...

R. Yes yes yes yes...the people and to know whataheedoing... Actually the people

at this conference, | already knew... so it is alwaige to know what they are doing at the
moment and to tell them what you are doing .. Sones you are attending to a lecture and
the speaker says something that is connected waitlething you thought about... and then
maybe the speaker is presenting another viewpomtusing another technique, which you
think might be very useful. If you joined themetthings that you already have with that
persons.. it could be very useful. You would ligdearn more about the technique...

|. So the lectures are useful?

R. The general point about the lectures is thatgm not expected to understand
everything that they say... but it's something... yowoWw... which makes you get
more interested. It may be the case that therkettais nothing to do with what you
have done. But if it has something to do with wy@ai have done and it is put in
another viewpoint, then you get interested moreraace...

When Dr. Romero-Fuster reflected on her primargoea for coming to the Institute, the

most notable aspect of her response was her refeterithe people,” rather than the subject area.

Her motivations were obviously social in naturéthink that one of the main reasons for beingrin a

Institute like this [i.e., for a short-stay] is teake contact with people.” She had been invitegive

a talk onContact directional fields and Legendrian singules$ in the global geometry of

submanifoldsbut when she participated in the one wagpklications to Propagation Theory

workshop, her expectation was that she may or rmaymderstand all the information presented.

Still, she was curious to find out what other math&cians were doing within the Singularities

community — a community in which she obviously e belonged. Romero-Fuster’s sense of

belonging is significant, considering that her namae not included on the final ACA map of

Singularity Theory. From an historical co-citatiparspective she was not a major research figure.
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In fact, she was peripheral, but her current ingotent in the broad subject area was evident and |
had realized this when she commented on the nuaflmther Singularity Theory conferences she
had been to in the past. She had, for instan)ddd the conference in honor of Viadimir
ARNOLD, the “Arnoldfest” held at the Fields Instieu(June 15-27, 1997) and even mentioned
ARNOLD as one of her main mathematical influenceésth SEDYKH, one of ARNOLD’s former
students, she had also published a collaboratiger@an the Number of Singularities, Zero
Curvature Points and Vertices of a Simple Convac8urvgRomero-Fuster & Sedykh, 1995).

In contrast to Dr. Romero-Fuster, LOOIJENGA wassgnted as one of the more highly co-
cited mathematicians in the Singularities literatuwWhen | spoke with him about his visit to the
Institute, | came across yet another perspectiieseemed to be less invested in the subject,
although his long history of being socially conmetto the community was evident. LOOIJENGA
was once a student of mathematics in the Nethes]artdhe same time as SIERSMA. Both of them
had the same thesis supervisor, Professor N. Kaipeel. OOIJENGA spoke briefly with me about
the period of his career when he followed Profegsoper to the IHES in France, where Kuiper was
working with THOM. My understanding was that LOBNGA'’s short-term visit was due to the
connection between Singularity Theory researchaner closely related areas in mathematics,
namely Algebraic Geometry. | had asked him to ceminboth on the problems he was working on,
including his interest il\pplications to Quantum Field Theory

R. I've sort of left Singularity Theory. | am hanger really active in the Singularities

area... On the other hand Singularity Theory is pamathematics where other parts

of mathematics come together ... If you think of Ineshatics as a spectrum... well..
there’s algebra, there’s geometry, there’s analysasid so on...And so these are names
that cover only parts of mathematics... and Singtyldmeory is touching... or is a part
of where many of these things get together.. Ancesl work in adjacent areas, |
occasionally run into Singularity Theory.

I. So at the moment are you working in an adjaeee&?

R. Yes, | would think so. | gave a talk here sbhat's about automorphic forms.. and, well it

is about research. that for me goes back to th&pkar time when | was working on a
specific problem in Singularity Theory...
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I. Ohitdoes. OK. So there is a connection toesofrthe research that you've done in the
past...Are there people here at the Institute witbwlyou have some intellectual
connection®

R. Yes... I think so. There was another talk tliisraoon by Professor Nikulin and that talk
was in the same general area. | mentioned his adkthen later, in his talk he mentioned
my work.

I. OK.. so you have been referring to his work &ollbwing his papers in the past year or
two years... and he as well?

R. Well, | don’t know... he gave his talk after mimed he was referring to my talk. |
thought ... well maybe that’s not quite the samegHas referring to past papers).. but
mainly | am answering the question of whether dnim® are aware of what each other is
doing ... Ithink that what I'm doing fits in, butis not Singularity Theory per se...

I. | spoke with Professor Nikulin earlier and redsthat he could more or less be classified
as an Algebraic Geometer. Is this the same fortgen?

R. Yes...and I'm not the only one here...

As LOOIENGA suggests, the Newton Institute envirenitrwas populated with a broad
spectrum of mathematical visitors. Each had soon@ection to or interest in Singularity Theory,
but not necessarily in a pure sense. This speatamged from persons newly involved in the
research area (i.e., Romero-Fuster), to persorfgeggnized (co-cited) for their long-term
connection (i.e., LOOIJENGA), to other visitorsdiBr. Morrison, who had been invited in as an
‘outsider’ to help build a closer relationship tdalwthe theoretical physics community. Morrisonswa
another short-stay visitor who participated in@tetiview and when we conversed, | discovered that
he was a unique type of outsider in that he wasradr mathematician-turned-physicist. The
following transcript reveals some of the signifitaspects of his experience:

I. I'm interested in your position with respect3mgularity Theory research. | know

that you are here giving a lecture at this confessnwell actually, you are giving three and

from what | understand you are not really a SingjityaTheorist. Were you officially invited

to the Newton Institute? Can you tell me somb@gtvents leading up to your arrival?

R. Nikulin, one of the workshop organizers, called up and told me about this workshop

and program term... and asked whether or not | cooiflde for some part of it.... or just the

workshop. Since I'm teaching, to come for mom@ntila week was not really possible, so |
said that | could just come for this workshop. Uhimthe early planning phases of this

workshop, as | understood it, they were reallynigytio bring in a lot of people who are both
mathematicians and physicists — people who areingwkt the interface of the field.
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I. What is your impression of the research envinent here at the Newton Instit@te

R. For workshops like this, | think the main thihgit makes it a valuable workshop is which
colleagues show up. If there are people to tatkt they are giving interesting seminars
then the actual physical setting of the workstsoa little irrelevant except for the fact that it
is a pleasant place, or the staff are really gobdlping people out... | haven't had a chance
to come for a longer stay, so | don't really hamenginion about how the place functions for
long term visits. The reputation is good and beeanf the reputation | would come and try
it out for a longer stay.

I. Of course if you were here for a longer stagrtlyou would be here to see a variety of
different people come and go over that period dlwould increase the chance of meeting
with the colleagues that interest you.

R. Sure...
I. I guess the mathematics community is fairly heobi
R. | am one of the more mobile persons.. .. | lmagelling
I. So have you visited other Institutes like themkt Newton Institute?
Morrison related details associated with his vsithe Institute for Theoretical Physics in Santa
Barbara, as well as his visit to the MathematicaéSces Research Institute (MSRI) at Berkeley.
I. Were you at the MSRI for a Singularities Coafexr?

R. No it was a program in Algebraic Geometry i®39r 1994. So Algebraic Geometry is...
people who call themselves Singularity Theoristsildigprobably see themselves as taken
with Algebraic Geometry and other similar partsrafthematics — it's one of the basic
underpinnings...

I. So you are quite mobile then and would youtsay that you are mobile as a physicist or
as a mathematician?

R. Well...during that period [at the Institute fondoritical Physics, Santa Barbara] | had a
kind of a conversion from a mathematician to a ffigs | was really a straight, pure
mathematician, until 1991, and uh... in 1991 | sthierking with some physicists for what
| thought was a part-time basis and then it sotbok over everything until | got to where |
am now doing a lot of work fairly directly in phgsi, although I still bring a mathematician’s
perspective..... In fact, | would have to say that year and a half at the Institute was an
important time for this transformation...So that asof 92, spring of 93 and fall of 93...
so | had been kind of trying to do this work mydelfa year...and | went into an
environment where | was talking to both mathematisiand physicists at the same time and
having both of those groups there at the Institwde really important | think...I developed
strengths in both areas...

I. Maybe you can tell me what problems you are imgrkn as a mathematician or a
physicist that are relevant to Singularity Theory....
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R. So uh... let me just preface this by saying thistworkshop has been interesting because
there are a number of different ways in which Slagty Theory has had some intersection
with String Theory... the particular area that | awrking in ...um and the organizers | think
have tried to tap into several different areas...rbally the workshop has kind of taken a life
of its own and a lot of the talks do not have mtecto directly with Singularity Theory...

I. Oh really?

R. Yes... [the workshop] has to do with these toffieg one might say were an outgrowth of
the intersection between Singularity Theory, AlgeébiGeometry and String Theory. | don't
want to characterize the seminars that I've hearfds.. but uhm... certainly some of them
have been really interesting talks, but it woulchbed to say that these talks were really
about Singularity Theory. | am going to give thtals... and in the first talk | am going to
describe a point of contact between SingularityoFpp@nd physics. It's actually going to be
an update of a talk that | gave four years ago... sklyond lecture is really about something
I've been thinking about recently and it is aboubther theme between Algebraic Geometry
and String Theory... and there are points of cortiativeen that and the Singularity Theory
stuff.. so in lecture three, | am going to try tang it all together... but | have to admit that
that's a work in progress and I'm going to keepkirg on it until Friday and on Friday Il
know better exactly what | am going to say...

I. That's cutting it close!

R. That's cutting close.. that’s cutting it clase. but | have things | could say no matter
what... but I'd like to be able to talk about somethinew...

I. So you are presenting new results then...
R. At the third lecture....

The role of the Isaac Newton Institute as a spee@darch environment was to shape or re-

shape the mathematicians’ experience of Singul@higory research by advancing its connection or

“bridge” to other subjects. Dr. Morrison’s rolegded on his dual strengths as a physicist and

mathematician, was to function as a “conduit” tis tiipe of bridge building. Although Morrison

explains that the important aspect of a workshdp/isch colleagues show up” and not the physical

environment, Rosenbaum’s (1993; 1996) structuratitireory of the IUE may be used to explain an

alternative view. The Isaac Newton Institute pdeg a physical space for mathematics research, yet

it has no meaning without the mathematicians’ ativity as social actors. The social actors

“instantiate in action” the Institute’s existencéhw'routinely produced and reproduced social

practices” (Rosenbaum, 1996, p. 112). On the dthed, when the social actors enter the Institute

environment, it too imposes structure to their camivative interactions; their information-related
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behaviours become “constrained, shaped and enbplé IUE” (Rosenbaum, 1996, p113). For
instance, lecture periods constrain or shape relseliscussions to a certain period, allowing only a
few people to interact at a time (e.g., the speakdrone audience member). Alternatively, the tea
service periods provide a more informal contextirfic@raction, allowing more persons to become
involved in a research discussion for a longerqueriwith these environmental elements in mind,
Morrison’s other statement holds more intereshietvorkshop has kind of taken a life of its own.”
TheApplications to Quantum Field Theomorkshop had created a new “life” in mathematics
because something unique had occurred when thtute& IUE intersected with the particular group
of social actors who agreed to share their reseakclcording to the Newton Institute’s Annual
Report (2001) “it was one of the most inspiringregdn the entire program bringing a large number
of new problems into the area of Singularity Thédpy 27).

So far the experiences that | have highlightediig $ection have been those of persons
holding senior research/teaching positions in nratites. Senior mathematicians generally have
research money available for travel and are usiraliyed on a regular basis to participate in major
conferences, however, the Singularities programalid attract a small number of student and
postdoctoral visitors to the Isaac Newton Institufevo of TROTMAN's doctoral students traveled
from Marseille, France for separate visits to attboth the Summer School dlew Developments in
Singularity Theonand a week-long portion of the autumn program teBoame of Dubrovin’s
students and postdoctoral fellows were preserd frort-term visit as well. M. SAITO and | spoke
briefly in an interview about his students in Kyalapan and | had asked him if there was a plan for
them to travel to Cambridge. When he said that there not involved, | asked if it was due to &lac
of financial support. SAITO explained: “Yeahwias something like that. | don’t want to talk much
about this, but there was some confusion betweeande¢he organizing committee... but anyway
this confusion made some of these young peoplectxipat they would attend.”

One of TROTMAN's students stated in an intervieatttthere were many different
subjects” highlighted at thidew Developments in Singularity The@ymmer School, but she also
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said: “half | understood... and the other half | dt.” | then asked her if she was able to takeyawa
anything useful from the half that she did underdtand her response was “yes.” Her English
language skills were not fluent therefore she cogldelaborate. This student had been following a
thesis program on Real Case Singularities, soivel&d her Ph.D. research, | was curious about
whether or not she would feel comfortable abouskjpg to or asking questions of any of the senior
visitors at the Institute. She was in fact confitdéhat “yes... you can ask anybody.” There was no
reason to feel intimidated by the academic hiesarchenior and junior researchers alike could
approach one another at a conference for quessikingaor discussion purposes.

A visiting postdoctoral fellow, associated with Dabin, confirmed a similar impression:

| think it is really nice here... It is sort of connfable. I'm working in a place right

now in Italy, which doesn’t have the same atmosphaut here there are always some

people around here that you can speak to. Yowsarsiof bump into people who want

to ask a question of you or you want to ask a dquesf them. There are spontaneous

meetings like that. | am working in a departmemrin Italy and there are perhaps

two people with whom | can speak to quite oftenwdhwdhat | do. To come here and

be surrounded by people who spend all of their daiyking about the same stuff, it

makes you feel part of a community you know... likeeyare not stuck in the middle

of nowhere doing something that nobody is inteteste Just having the idea that there

people who are interested in what you do and eitedlareas... it sort of takes you out

of isolation.
This postdoctoral researcher mentioned that hdhhddsome positive mathematics discussions with
both M. SAITO and LOOIJENGA. Yet, as a young mathé&cian, he was clear about his core
research value of

trying to work things out by sitting and thinkingaut it and having a look at books

first. You can do what you want, but at the enthefday, you want to obtain your

own understanding of what is happening in an atethis understanding comes purely

from asking someone else who will explain, you wdtually not understand it well

unless it is something that you thought throughrseis.

Another postdoctoral visitor to the Institute, alsmale, spoke at length about what it was
like to be a young woman in mathematics. She waident about the work she was doing and had
colleagues with whom she could collaborate in henédiate social circle, namely her former

research supervisor. Despite her successes shewaas of a few social barriers. This woman

preferred not to be named in this study, and alihahe was participating in the Singularities

18¢



program, she did not refer to herself as a Singyl@heorist. As with all my one-to-one interviews
| had asked “Julia” (a pseudonym) to comment ongeaieral impression of the Institute, and this
was when she spoke candidly:

R. | don’'t know most of the people in this progrand | find this environment
scientifically interesting. It doesn’t overlap Wiy field, so this is why | don’t know
the people.

I. So scientifically it is interesting, and do ythink there are pieces of information that
you are absorbing from the talks that would be ghla to your research?

R. Yes, | think so...
I. What is the problem area that you are workin@ on

R. | am working on a specific problem, which itated to Singularity Theory, but
quite far from it .... so that’s why | came here. f8ome it is quite hard to follow
the talks because it is not really my field. hddave most of the instruments...

I. Are there any specific people here that youtwartonnect with?

R. Yes... the two Saitos... and | think | am quite ietted in the work of Barannikov.
There is a talk tomorrow morning of Marco’s thainh interested in....

I. So you are interested in the work of certaioge...

R. There was somebody who | thought was goingethdre... but | think he was here
last week.

I. Are you comfortable with speaking to whom earwish. Do you feel that there are any
social barriers?

R. No.. | don't think that there are in generaméan | didn’'t experience this. Uhm... |
don’t know if you are interested in this... espegidtl this conference and these people... up
to now | didn’t find any barriers uh... probably ibuld be better if we talk again on Friday
about this specific group of people.

I. Have you had some good informal discussions...

R. Yes... You know, | think that the one difficuftitg about this conference is that there is
one huge group of people who are speaking Russigmthis makes it difficult from a social
point of view... right... if you are just walking arodynyou can't just add yourself to a
conversation and this is specific to this confeeeand it happens so many times because the
Russians can be so strong. But uh... in this specidlerence | would say that the stronger
barrier that | would have is with people who areapng another language with one another
to each other. You can't just speak with people dbn’t speak your language.

I. 1 guess maybe part of learning what you warlegon, might involve eavesdropping on
people who are speaking English.

187



R. Yes...

I. It helps because then if you hear them talkinglEh... you can sit down and ask
guestions... or just listen in to what to they argisg. Even if you don’t speak with them you
can still listen and maybe something of what ttegyis of interest.

R. Yes...

I. So there is a language barrier... and you hase abld me that you are the only woman...
R. Well... I mean... you know this is more general.sTisicommon in mathematics. It is
always like that. | happen to be the only womauad several times. And what | find
difficult ... you know it depends. In general ifdgo a conference there are some people
who tend to not take me seriously...

I. And you think that this is directly relatedtte fact that you are a woman?

R. Ithink so.... In this specific conference | diot have any problem and I think it is
because [supervisor's name] was here... and he @hsethat | am good.. and so essentially
people just take me seriously because somebodyoddsthem to take her seriously.

I. In some sense does that bother you? Are yopyhtgat he does this?

R. No.... well,... I am happy he does this. | knowtth@ needs to do this. The fact that he
does is positive.. it is very supportive. | meas,can't live in an ideal world. We know
that the situation is like this, so | like him tact....

I. Do you think that there is a difference betwhew someone might react to you as a senior
researcher as opposed to a junior researcher --esmm closer to you in age?

R. Ithink also age is important, but the comborabf the two things is more difficult ....
because it has happened to me also with peopleawhmuch younger.

An interesting aspect of the Singularity Theorsegch community, one that | have not

commented on until this point, is that it is prediaamtly male. In my ACA mapping of the subject,

only one female mathematician yielded high co-@itatounts for inclusion and that was LEJEUNE-

JALABERT. Idid not have an opportunity to meeimerview LEJEUNE-JALABERT, so | was not

able to acquire any insight into her collegial edgreces. With respect to “Julia’s” experience

however, | understood it to be just one and notssarily representative of all women in

mathematics. Nevertheless, as | listened to whaitd” had to say, | began to recognize how an

individual's research experiences, particularlyeirms of “social capital,” could be attributedctibeir

gender. A Cambridge University Press publicatiotitled Athena Unbound: The Advancement of
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Women in Science and Technologgently gave explicit attention to this issueheauthors

highlight specifically the value of “social capitah science — defined as “the web of contacts and
relationships that provide information, validati@md encouragement.” Social capital “provides an
approach for analyzing differences in the succéssem and women in a social context in which
productivity is based on managing interdependerifeathers” (Etzkowitz, Kemelgor & Uzzi, 2000,
pp. 117-118). In this study, gender-related isswesot central to the research theme; therefoaa |
only appreciate the willingness of someone likdiaJuo share an honest perspective. Her
experience as a short-term visitor to the Newtatitinte adds to all the other experiences described
to me by other visitors. It also demonstratesctiraplexity of trying to uncover and understandyfull

the nuances of collegiality in mathematics, lehalon one community like Singularity Theory.

6.5 Measuring the Newton Institute’s impact onheatatical advancements

One of the main challenges associated with studginmvisible college is that it is for the
most part "invisible" — a characteristic basedtmnfact that scholar members tend to be separated
from one another by geography. International Rebelstitutes, like the Isaac Newton Institute
bring mathematicians together in a way that canenth& invisible college or parts of the invisible
college more visible. In the physical space ofltteitute, mathematicians have the opportunity to
meet face to face to discuss problems and shaas idith colleagues they might otherwise not meet
with regularly.

A significant amount of funding is required to opierresearch environments like the Newton
Institute. Consequently, there is an increasirggrte find a reliable way to measure the success of
their programs. The most difficult programs to swea are those designed to influence the cross-
fertilization of ideas and research among schdtara related subjects. | became aware of this

problem during an interview with the Isaac Newtnstitute’s Deputy Director, Dr. Robert Hunt:



I. Do you think that when workshops or programsusetith a focus on

“interdisciplinarity” that this is affecting the aarse of mathematics? Are the visitors

actually sharing ideas with each another and putitig collaborative papers?

R. This is a question that we get asked agairegath by people at EPSRC [Engineering

and Physical Sciences Research Council] who watt psovide some sort of evidence

that the money they have given us has been usedssfally. So what we do is...

It's a very difficult thing to measure obviouslhat is the first thing to say because a large

amount of what we're about is getting a lot of dedpm different fields together, getting

them chatting and getting them to realize thatetiemork that can be done and setting up

a collaboration. It may well be that they are dméye for three months or something and

they don't get time to actually sit down and wat@aper while they’re here. When they

leave the go to their home universities and thay st touch and they work on a problem
together and publish a paper or several paperaradgsvn the line or something like this.

Of course it is very difficult for us to keep trackthat. Nevertheless we do try to. We keep

records of all papers that are published whicheafimsm some kind of collaboration that

started at the institute. We ask participantsrtwide us with that information after they
have left.

A few days after my interview with the Deputy Oiter, | obtained a draft copy of a survey
that the Newton Institute was developing to evaulé success of their programs. This survey,
based on a one-page letter and questionnaire, wdsqed as a result of a 1999 EPSRC Panel review
and the Institute Scientific Steering Committeajsement to adopt a pilot evaluation scheme
concerning theMathematics of Atmosphere and Ocean Dynai@igly to December 1996). In the
guestionnaire, the mathematicians were asked tonemnon whether their participation in the named
program had had any significant effect in openipghaw research directions. Another question
required them to list any new work, collaborativetherwise that had been initiated within the
Institute environment. Past visitors were alsaedgk comment, in retrospect, on how they feel the
Atmosphere and Ocean Dynammegram might have been better organized to maxirtiie
possibility of creative and collaborative resear@lne survey was brief and without commenting on
its reliability or validity as a research instrurhg@hwas clear that the mathematicians’ experisnce
were regarded as critical to the evaluation pracéssl read through the questions, | began t@obfl
on my own research and it was then that | reafihatithe techniques | was using (i.e., ACA, Social

Network Analysis) for my own study might have sohieg) significant to add to the evaluation.
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The combined techniques of ACA and Social Netwonlalsis have been used specifically
in this research to examine the intellectual araad@rocess of Singularity Theory research intligh
of the “invisible college” hypothesis. This bibti@tric approach need not be limited however to the
invisible college problem. Another application wbbe to trace the history of a select group of
authors involved in a Mathematics Research Instipubgram or workshop. With an overlapping
ACA-Social Network Analysis, the intellectual anallaborative connections among the visitors’ can
be measured up to and including the present Zi0®0) and then re-evaluated in future (i.e., 2005 o
later) to determine the program or workshop’s immectheir research. The following example
provides further clarification.

To understand the role of the Isaac Newton Ingitufostering mathematical advancements,
| have created another “birds-eye view” or ACA nudphe authors who attended the workshop on
Singularity Theory and Its Applications to Quanthdi®ld Theory | have chosen this workshop
because the Institute’s 2001 Annual Report staiasitthad brought in “a large number of new
problems into the area of Singularity Theory” amdéuse it was described as an event which
inspired a significant amount of mathematical gfogg. 27).

Raw co-cited author data (first/sole author coanly) as well as co-authorship data,
extracted from Dialog ™SciSearctandMathSciNetrespectively, were collected for each of the
workshop participants and used as input tc8RESUCINET (Borgatti et al., 1999) angirackplot
(Krackhardt et al., 1995) data analysis prograirehle 6.6 below provides a full list of the workgho
participants’ names (n=48) and in Table 6.7, athmary statistics of the overlapping ACA-Social
Network analyses are presented. Both the ACA amibBNetwork maps, shown in Figure 6.5 and
Figure 6.6, illustrate the intellectual similargibetween the authors and their co-authorship tmks
one another. Note specifically on the ACA mapt theee cluster groups have been identified as key
topic areas (see complete ACA iteration history kiedlarchical cluster routine in Appendix J). The

ACA has also detected and grouped a small numbsulgéct newcomers — authors who have zero
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rates of co-citation with all the other authors hade

with any of the research topics (see Figure 6.5).

not built up a research identity in asscmiati

Table 6.6. List of workshop participantSingularity Theory and Its Applications to Quanttimid

Theory(1974-2000).

ANISOV, S. S. HERTLING, C.
BARANNIKOV, S. A. HITCHIN, N. J.
BERTOLA, M. IVANOV, R. I.
BOALCH, P. IZUMIYA, S.
CHEKANOV, Yu. V? KAZARIAN, M.
DAMON, J. N. JANECZKO, S.

KOBAYASHI, M.
LOOIJENGA, E.
MAZzZOCCO, M.
MORRISON, D. R.
NATANZON, S. M

DE GREGORIO, I.
DIJKGRAAF, R. H.
DOLGACHEV, I. V.
DUBROVIN, B. A.
DU PLESSIS, A. A.

EKHOLM, T. NIKULIN, V. V.
EVANS, D. E. POLYAK, M.
GAFFNEY, T. REES, E. G.
GODDARD, P. SAITO, K.
GORYUNOV, V. V. SAITO, M.-H.

GRITSENKO, V. A.
GROSS, M.

SANGUINETTI, G.
SHAPIRO, M. Z.

SIERSMA, D.
SLODOWY, P.
SPIELBERG, H.
TAKAHASHI, A.
TIBAR, M.
TROTMAN, D. J. A.
VAN STRATEN, D.
VANENCKEVORT, C. J.
VASSILIEV, V. A.
VIRO, O.
WALL,C.T.C.
WULFF, C.
WILSON, P. M. H.
ZAKALYUKIN, V.

Table 6.7. Summary Statistics of ACA-Social Netkvdnalysis.Singularity Theory and Its

Applications to Quantum Field Theof$974-2000)

Number of unique pairs over 48 authors
Mean co-citation rate (over 48 authors)
Range of raw co-citation counts

Range of mean co-citation rates

Number of unique author:
pairings never made or equal to “0”
pairings made only once or equal to “1”
Co-author network density:

Ivanov=0, Ivanov=0, Spielberg=0,
Vanenckevort=0; Looijenga=12)

48(48-1)1228

3
0 — 185 (Dijkgr&afH. and Goddard, P.)
0 — 12 (Boalch=@Gregorio=0, Ekholm=(

828 (mmivity ratio = 37%)
92
0.031 (completeness ¥ 1.0
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Quantum Field Theory1974-2000).
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After a period of 5 years or more, the ACA and athar network maps can be reconstructed
to include post-2000 co-cited author data and ¢beaulata on the same author group. The new map
may be re-examined for evidence of structural ckarn expected outcome is that a change will be
detectable; that is, the author nodes will shiffrgly to a new position and additional co-authioks$
will appear. A follow-up questionnaire similarttee Newton Institute’s survey for tigmosphere
and Ocean Dynamigsrogram may then be sent to the authors includipjes of the 2000 and post-
2000 ACA maps. With this questionnaire, data camiog collaborative behaviour could be
collected, for the purpose of adding an extra “faye the bibliometric map, for instance: With whom
did you choose to stay in touch after attendingitbekshop? How many times in the past few years
did you contact this colleague to discuss math@&stiThe mathematicians may also be asked
whether or not the workshop activities inspiredhiite incorporate new ideas or techniques into their
research. If new co-authorship ties (formal puilans) are present on the updated version of the
ACA-Social Network map, the follow-up inquiry migrequire the mathematicians to state whether
or not their collaborative relationships had bestiated during their workshop visit. Of interedso
would be to uncover the reasons as to why the mattieians chose to collaborate and how they

managed to continue their work after leaving trsditate.

19t



CHAPTER 7: CONCLUSION

An “invisible college” is defined in this study asset of interacting scholars who share
similar research interests concerning a subjediaity, who often produce publications relevant to
this subject specialty and who communicate botmédly and informally with one another to work
towards important goals in the subject, even thabgit may belong to geographically distant
research affiliates.

To understand how an invisible college functionsystematic approach was taken to analyze
the interrelationship between a group of scieritistsllectual identities (i.e., their subject sjzty),
their collaborative (co-authorship) research hadmtsocial actors and their collegial connections t
one another as international conference participahhis systematic approach, based on a
structurationally informed conceptual frameworke(sbapter 1), has given special attention to
Singularity Theory research in mathematics.

Singularity Theory research possesses the igibiadponent of an invisible college because it
is a mature, well-defined subject. Although a sabgpecialty is not necessarily an invisible gsle
or as Hagstrom (1970) suggests, a tightly knit netvef communication, the subject is still an
important component because it provides a critioatext for interaction. Among the 75 authors
selected for this study, high co-citation ratesdpiced a cohesive intellectual structure based rae th
key topic areas: REAL AND COMPLEX ANALYTIC GEOMETRYSINGULARITIES OF
DIFFERENTIABLE MAPS and THE TOPOLOGY OF COMPLEX ALEBRAIC
SINGULARITIES. The level of cohesiveness, or cartivity ratio for the 75(75-1)/2=2,775 unique
author pairs was 63%. At the core of this strucugroup of influential research ‘stars’ (e.g.,
THOM, ARNOLD, WHITNEY, and MILNOR) were identifiednd recognized for having
contributed to the foundational aspects of thigesttb

One important question addressed by this reseaashtve following: Can the formal

cognitive aspects of an author co-citation anallgslp to uncover significant information about
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underlying social relationships? The qualitatieetion of the study confirmed that much of what is
presented on an ACA mapping is in fact based dgrafisant amount of underlying social activity.

The nature of this activity is not evidenced by thep alone, but becomes clear when the map is used
as a navigation tool — a tool for investigatinggueral histories — within the research “territory” o
“invisible college.” When presented with the Sifagity Theory map during interviews, many

authors confirmed that it made sense to them: lyidgrpersonal and intellectual connections to

other authors were both recognized and confirmdzbas) true (e.g., LE DUNG TRANG). Some of
the mathematician informants also related storfigew they met colleagues in the past and how
certain authors, specifically those mapped in cfosgimity, had influenced the development of their
careers (e.g., SLODOWY).

The Singularity Theory research community has mbt become a cohesive intellectual
structure, but also a well-established networkoafa actors. The mathematicians involved in this
subject know one another quite well and have betiweaas collaborators and co-authors. With the
overlapping ACA-Co-authorship network analysis (Qea 5), we see a significant relationship
between the intellectual similarities of the mathégians and their co-authorship patterns (e.g.,
BIERSTONE and MILMAN). Authors are primarily worlg on joint projects with the colleagues
who are part of the same knowledge cluster. Algothe co-authorship counts are quite low (i.e.,
network density = 0.10), some of the ties on tr@admetwork map represent very strong work
relationships (e.g., DUPLESSIS and WALL; GIBSONBGIN and BRUCE).

Co-authorship counts were recognized as only agiavhat it means to collaborate;
therefore this study also examined ‘up close’ tag b day work habits of the Singularity Theorists
at the Isaac Newton Institute. Observations atehiiews carried out in this environment revealed
that much of the collaborative activity associatgth this research specialty tends to be informal.
The mathematicians enjoy discussing problems withanother in a variety of settings, for instance,
in front of a blackboard, in their private officed,a coffee table in a lounge area or even oaia tr
(e.g., SIERSMA and STEENBRINK). They are open dlstiaring ideas and research techniques,
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and believe it is important to challenge approatbgsoblem solving with thought-provoking
guestions (e.g., URIBE-VARGAS). The Singularityebhists have been and still are involved in
joint projects (e.g., SIERSMA and TIBAR) and firtcproductive to meet face to face for this
purpose; however, their discussions are not alwatablished to produce a co-authored publication.
Informal research conversations, even if carriedfamucompetitive reasons, help to confirm the
importance of problems and problem-solving techesqumathematician’s value collaborative-type
discussions because they strengthen individuahrese

The Singularity Theorists’ interest in setting nesearch goals for their subject has opened
up opportunities in the past for them to connethwhe another collegially at international
conferences. This study traced the collegial &gtof the Singularity Theorists back to an early
meeting in 1969-1970 (i.e., Singularities Symposiarhiverpool England) to some of the more
recent meetings of the 1990s and 2000 (e.g., Theldfest at the Fields Institute and the Singuarit
Theory program at the Newton Institute). With tdodlegial network superimposed upon the
intellectual (ACA) mapping of the specialty (chapdg, we see that many of the Singularity Theorists
have kept in touch with one another and kept ugate with the latest research (network density =
.52). Although the mathematicians’ conferenceratmce patterns differ considerably from their co-
citation patterns, most of the co-authoring Singtyd heorists have been attendees at the same
international meetings. A co-authorship connecisomathematically deeper than a collegial
connection, but both social activities seem to wbhend-in-hand’ in the sense that colleagues who
travel often and become familiar with the work mtieirnational colleagues are more likely to
collaborate (e.g., DAMON and GALLIGO).

An in-depth examination of one specific confereribe,2000 Singularity Theory program at
the Isaac Newton Institute, demonstrates that tvamgh the mathematicians have been meeting
regularly (i.e., once or twice per year), theirlegial network is not exclusive. The ACA mappirfg o
the Applications to Quantum Field Theomorkshop (see chapter 6) shows that several
mathematicians from outside, but closely relatsgaech areas were participants. Some of these

19¢



participants (e.g., Dubrovin; Morrison) were intfdeliberately invited by the workshop organizers
to encourage cross-disciplinary interaction. Tifermation Use Environment of the Isaac Newton
Institute provided a venue for all the talks, seaminreceptions and teas that took place during the
workshop. As a physical space, the Institute gageQuantum Field Theorists and Singularity
Theorists an opportunity to meet personally to slideas with on another, discover common research
goals and focus on mathematics requiring compleangrixpertise. The end result was that “a large
number of new problems” were opened up (Isaac Newtstitute Annual Report, p. 27). Although
the Institute was successful at fostering invisi#ege activity, the degree to which the related
research areas converge depends on how the mattiam&tontinue to work together in the
upcoming years. The ACA mapping of thgplications to Quantum Field Theomorkshop may be
used again (i.e., perhaps five years from nowace the publication output of the participantd an
make further sociometric and qualitative inquiliie@® their collaborative activities.

As an invisible college network, Singularity Thedwys reached a critical subject
development and social phase where the mathemetidiave become highly responsive to a “bridge
building” process in mathematics. Singh (1997)axs that “the value of mathematical bridges is
enormous. They enable communities of mathematicidro have been living on separate
islands...to explore each other’s creations” (p.)1%learly the term “bridge building” refers to
knowledge growth in science, but there are actualydifferent views concerning this idea: the
Kuhnian model and the branching model.

Kuhn’s (1996) theory is that paradigm shifts asprnsible for knowledge growth in
science. His understanding of the term “paradignthat it relates closely to the structure and
activity of “normal science.” A scientific commuypiengages in normal science when it accepts a
theory and set of procedures and uses them asiddton for its research. Singularity theory ig on
accepted theory, but there are others in scienc@dtance, Einstein’s theory of relativity. The
community’s guiding theoretical framework, or pdgad gains its status because it is more
successful than any other “in solving a few proldéhat the group of practitioners has come to
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realize as being acute” (p. 23). Although a payaudis “rarely an object for replication,” anomalies
arise in science and often the ensuing crisis dstrees that a paradigm is not longer useful fer th
construction of new problems to solve. Kuhn’s m@aint then, is that when a new paradigm has the
power to substitute an established paradigm, tkeaestructural revolution in the research field.

Mathematics research is an interesting discigtneflect on with respect to paradigms,
simply because mathematicians are preoccupiedthtidiscovery of truths. Once a mathematician
has established a truth by means of a proofnibisusually subject to controversy. A flaw in the
proof may be found, but if it is corrected and pheof is established as an indisputable trutls, ftue
forever. This truth then becomes a foundationpéeasof mathematics and in turn makes it all the
more possible for a branching model of scientifiovgth to take place. For this reason, Kuhn’'s view
of a paradigm shift is probably not applicable, @ethaps the branching theory is more relevant to
what is happening, or about to happen in Singyldititeory.

Scholars who oppose Kuhn's view are convincedphetdigm-based revolutions in science
occur rarely and only in special cases (eg., Mulkzilbert & Woolgar, 1975; Mulkay, 1976). The
central tenet of the branching model is that neld§ and specialties in science grow because
scientists are attracted to problems outside, ddated to their own specialty areas, for instance,
Singularity Theory and its Applications to Quantkiald Theory. Migrating scientists realize that
the techniques available to them, techniques térat Buccessfully been used in the solution of other
problems, can easily be transferred and appliedrtew set of problems. With the transference of
techniques, a new cycle of exploration begins antbagroblem area researchers, including follow-
up periods of unification and decline or displacetnéEventually the emergent specialty (both the
problem area and its member network) experiencéscaeased level of acceptability within the
wider scientific community.

Before Singularity Theory became an invisible apdigit was once in its earlier phase part of
an outgrowth of another subject in mathematics,,(Algebraic Geometry). | came to this research
specialty with a mapping technique — Author CotmitaAnalysis (ACA) — to capture “a snapshot at
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a distinct point in time of what is actually a charg and evolving structure of knowledge” (Small,
1993, p. 5). The complementary quantitative aralitptive analyses carried out in this study
demonstrate how it is

possible to follow this evolution either at the noidevel, where we deal with

the histories of individual scientific ideas ... aitlae macro-level, where change

occurs in entire bodies of knowledge or their iatéions with one another

(Small, 1993, p. 5).

Essentially the work of a co-citationist does natéto begin and end simply with a map for
interpretation. ACA maps can certainly be intetgde but they possess a more potent function when
taken out into an actual research “territory” todst the social histories of the scholars/scientists
involved. Within the territory of an invisible dege, the ACA map is particularly meaningful ifst
used in conjunction with a set of research themte-subject specialty, the scientist as a sociaka
and the Information Use Environment (IUE). Eacdtntle opens up an opportunity to superimpose
sociometric data on bibliometric data, and makepglementary data analyses leading to a “peeling
away” of invisible college layers. The initial mapstructure of the subject specialty serves as a
starting point for the researcher as he/she emlmarksjourney to gather information about the
elements that corroborate the invisible collegetaforal dimensions (i.e., co-authorship, colletyjiali
mentorship, etc.).

In the future, researchers may wish to considersiieg the invisible college model illustrated
in Figure 1.2 (Chapter 1). With additional studiesed on this model there would be a better
opportunity to make more appropriate invisible egd comparisons. Do all invisible college
networks function like the Singularity Theory commity? If not, what are some of the unique or
differing attributes in terms of co-authorship,leglality or research environments used to support
information sharing? Why do some invisible collegterive and others languish and what can we
learn for policy development purposes from themparative strengths and weaknesses?

Information Use Environments are obviously critifiad making invisible colleges more

visible; hence future research may also consides#tection of different IUEs for analysis. Insthi
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study, the IUE was grounded by a physical space (3dac Newton Institute); however, it does not
necessarily have to be. The IUE is above all $teof elements that affect the flow and use of
information messages into, within, and out of aafjrehble entity” (Taylor, 1986, p. 3). By

definition, “any entity” could be an e-mail envinment or perhaps a special electronic
‘collaboratory’ designed for use via the World Widkeb. E-mail has become important to scholars
in recent years because it complements face-toifideaction: “it is used most by scholars who are
collaborators or friends” (Koku, Nazer & WellmaQ®., p. 1752). In time, changes are anticipated
with respect to Internet use and there is a pdsggitiiat such changes will occur with the
development of Virtual Institute Networks (VINs)de Braham, 1995). VINs are more interactive
than e-mail because they are designed to allowtstie and scholars to communicate with one
another as though they were meeting face to¥adithe VIN becomes commonplace, then research
will be needed to understand its social and sdienitpact. Will scientists make use of VINs like
they use current international research institutéd®at effect will the VIN have on research output,
peer review or the collective egos of scientistgl scientists spend less time traveling and more
time writing for publication? Will they become neointerested in sharing ideas, more competitive or
less competitive, or, more trusting or less trugtihone another? What effect will the VIN have on
scientists coming from less technologically advansecieties? Brunn and Lear (1999) suggest that
certain social consequences are likely to deepetwten ... members of the ‘electronic invisible
college’ versus those who cannot and choose rudrticipate. Exclusion may be based on the
inability or unwillingness on the part of the ingiual or the state to invest in those technologieés...

(p. 299).

22 Braham’s (1995) version of the VIN interface taflesa Virtual Internet Server (a modified IRC serwéth
new protocols) and is set up to appear as a sagated blackboard. A VIN user may load images and
everybody tuned into the network will see the ima&@@entists may write on the image, type textton t
blackboard, erase the blackboard, change the cdddines and texts, move between channels, create
channels, find out who else is on the channel, beatlhve World Wide Web and use a chat function gaga in
discussion.
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Finally, it is important to note that invisible teges, despite their overall significance to the
advancement of scholarly research, are very difftoustudy. The approach that | have taken to
examine Singularity Theory as an invisible colléggist one. Many other approaches have been
taken, and may still be developed, but my aim reekio present one that is systematized so tisat it
not only replicable but also clear to other redears what the critical elements of an invisibld exgpé
are. As an information scientist, | chose Authorctation Analysis or ACA as the basis for my
research and hopefully what it shows is that ACAdsjust a bibliometrician’s research tool bubals
a tool for the “sociologist-of-science-as-expldreiVith ACA we have an opportunity to develop a
map, and with a map we can examine where schaodeses Iheen in the past, where they are today, and

where they may be going in the future
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APPENDIX A. Pilot ACA of Singularity Theory (1972000).

Table A.1. Raw Co-citation Matrix (n=24).
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Table A.3. lteration history for the 2 dimensiosalution (in squared distances)

Young's S-stress formula 1 is used.
Iteration S-stress Improvement

24154

17694 .06460
17049  .00645
16959  .00091

A OWNPEF

Iterations stopped because

S-stress improvement is less than .001000

Stress and squared correlation (RSQ) in distances
RSQ values are the proportion of variance of the sc
(disparities)in the partition (row, matrix, or enti

is accounted for by their corresponding distances.

Stress values are Kruskal's stress formula 1.

Stress = .14175 RSQ = .88629

aled data
re data) which

Table A.4. Stimulus Coordinates.

Configuration derived in 2 dimensions
Dimension

Stimulus Stimulus 1 2
Number Name

ARNOLD -.2781 .8173
BIERSTON -1.8439 .8599
BRIESKOR .1492 -.8938
BRUCE 1.1788 .4526
DAMON 1.0052 .7806
GORYUNOV 1.8645 -.3266
GUSEINZA 1.2017 -.8612
HIRONAKA -1.9997 -.5546
LOJASIEW -2.0654 .3008
10 MALGRANG -.4690 -.3164
11 MATHER .4270 .2296
12 MILNOR .5666 .7620

O©CoO~NOOUTA WN P
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13
14
15
16
17
18
19
20
21
22
23
24

MOND 1.6757 .7661
SAITO  .4889 -.7354
SIERSMA .8265 -.0686
TEISSIER -1.0307 -.1262
THOM  .1081 .1150
TROTMAN -.8099 1.5369
VARCHENK -.2960 -2.0667
VASSILIE 1.0402 -.9671
WALL -.1590 -.9161
WHITNEY -.4037 .0908
WILSON .2247 2.0013
ZARISKI -1.4019 -.8801

Figure A.1. Pilot cluster analysis dendogram usiogplete linkage.
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APPENDIX B. Sample author co-citation search sfggtusing Dialog™SciSearch

SYSTEM:OS - DIALOG OneSearch
File 34SciSearcfR) Cited Ref Sci 1990-2000/Dec W4
(c) 2000 Inst for Sci Info
File 434SciSearcfR) Cited Ref Sci 1974-1989/Dec
(c) 1998 Inst for Sci Info

Set Items Description

?s (CA=KAZARIAN M? or CA=KAZARYAN M?)
52 CA=KAZARIAN M?
97 CA=KAZARYAN M?
S1 143 (CA=KAZARIAN M? OR CA=KAZARYAN M?)

?s S1 AND CA=ARNOLD V?
143 S1
12274 CA=ARNOLD V?
S2 18 S1 AND CA=ARNOLD V?

?s S1 AND CA=ARTALBARTOLO E?
143 S1
23 CA=ARTALBARTOLO E?
S3 0 S1 AND CA=ARTALBARTOLO E?

?s S1 AND CA=BIERSTONE E?
143 S1
313 CA=BIERSTONE E?
S4 1 S1 AND CA=BIERSTONE E?

?s S1 AND CA=BRASSELET JP?
143 S1
65 CA=BRASSELET JP?
S5 0 S1 AND CA=BRASSELET JP?

?s S1 AND CA=BRIANCON J?
143 S1
288 CA=BRIANCON J?
S6 0 S1 AND CA=BRIANCON J?

?s S1 AND CA=BRIESKORN E?
143 S1
905 CA=BRIESKORN E?
S7 0 S1 AND CA=BRIESKORN E?
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?s S1 AND CA=BRUCE J?
143 S1
4850 CA=BRUCE J?
S8 1 S1 AND CA=BRUCE J?

?s S1 AND CA=BRYLINSKI J?
143 S1
629 CA=BRYLINSKI J?
S9 0 S1 AND CA=BRYLINSKIJ?

2s S1 AND CA=VASSILIEV V?
143 S1
320 CA=VASSILIEV V?
S72 6 S1 AND CA=VASSILIEV V?
?
?s S1 AND CA=WALL C?
143 S1
2905 CA=WALL C?
S73 0 S1 AND CA=WALL C?
?
2s S1 AND CA=WHITNEY H?
143 S1
2718 CA=WHITNEY H?
S74 1 S1 AND CA=WHITNEY H?
2
2s S1 AND CA=WILSON L?
143 S1
10326 CA=WILSON L?
S75 0 S1 AND CA=WILSON L?
2
2s S1 AND CA=ZAKALYUKIN V?
143 S1
82 CA=ZAKALYUKIN V?
S76 3 S1 AND CA=ZAKALYUKIN V?
2
2s S1 AND CA=ZARISKI O?
143 S1
2144 CA=ZARISKI O?
S77 0 S1 AND CA=ZARISKI O?
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APPENDIX C. Two-dimension ACA results 8PS3n=75). Singularity Theory (1974-2000).

Table C.1. lteration history for the two-dimensibsalution (in squared distances).

Young's S-stress formula 1 is used.
Iteration S-stress Improvement

.36450

.26046  .10404
24522  .01524
24159  .00363
.24067  .00092

ab~hwbNPEF

Iterations stopped because
S-stress improvement is less than .001000

Stress and squared correlation (RSQ) in distances

RSQ values are the proportion of variance of the sc aled data
(disparities)in the partition (row, matrix, or enti re data)
which is accounted for by their corresponding dista nces.

Stress values are Kruskal's stress formula 1.

For matrix
Stress = .18157 RSQ = .84367

Table C.2. Configuration derived in two-dimensions.

Stimulus Coordinates
Dimension

Stimulus Stimulus 1 2
Number Name

ARNOLD .2949 .4636
AROCA -2.2033 1.0967
ARTALBAR -.1288 -1.8964
BIERSTON -.6615 1.1094
BRASSELE -1.8234 .6748
BRIANCON -.9374 .0238
BRIESKOR .1986 -.6557
BRUCE 1.1487 .1392
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9 BRYLINSK -1.2817 -.4082

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57

CAMPILLO -2.3645 -2.0368
CHILLING 1.4216 .9517
DAMON .6371 .3090
DIMCA  .1957 -.4567
DUPLESSI .8611 1.0467
EBELING .8936 -.6505
FUKUDA .4050 1.1895
FUKUI  .3379 1.4850
GABRIELO -.3874 -.0050
GAFFNEY .6039 .9244
GALLIGO -1.5061 .7164
GIBLIN 2.1017 .3879
GIBSON .6397 .5271
GIVENTAL 1.4484 -.8046
GORYUNOV 1.4071 -.4728
GRANGER -1.3011 1.6718
GREUEL .1741 -.5539
GUSEINZA .9215 -.7452
HAMM  -.2527 -.4872
HERTLING .3893 -1.6317
HIRONAKA -.9859 .0106
ISHIKAWA 1.7676 .7364
IZUMIYA 1.2541 .7160
JANECZKO 1.8441 .2638
KAZARIAN 2.1682 -.0749
KHOVANSK .5816 -.3076
KOIKE -.0833 1.6327
KUO -3249 .7631
KURDYKA -1.8834 1.6548
LEDT -.4702 -.3809
LEJEUNEJ -1.2171 -.1253
LOJASIEW -.9135 .9475
LOOIJENG .5373 -.2619
LUENGO -.4779 -1.5758
MACPHERS -1.4199 -.0296
MAISONOB -2.4281 -.4091
MALGRANG -.1536 .0826
MATHER .5062 .2577
MERLE -1.2816 -1.0657
MILMAN -1.9943 1.8216
MILNOR .5383 .2900
MOND 1.1061 .1199
OKA  -.3205 -.9629
PARUSINK -1.7196 -.0443
PELLIKAA .5068 -.7034
PHAM  -.1542 -.3673
PORTEOUS 1.1943 .4621
SABBAH -1.5557 .1264
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58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75

SAITO .2397 -.3833
SEDYKH 1.8507 -.2267
SIERSMA 4481 -.2354
SLODOWY .9492 -.6141
STEENBRI -.0334 -.6990
SUWA -1.2842 -.4317
TEISSIER -.4674 -.0758
THOM 5318 .2046
TIBAR -.5145 -1.2315
TROTMAN -.0707 1.0918
VANSTRAT -.0355 -1.3576
VARCHENK -.8624 -1.4191
VASSILIE 1.5814 -.8850
WALL  .7110 -.5777
WHITNEY .0624 .3051
WILSON .4797 1.3745
ZAKALYUK 1.5164 -.1688
ZARISKI -.9549 -.1594
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Figure C.1. Cluster dendogram for two-dimensi@udlition using complete linkage.
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APPENDIX D. Three-dimension ACA results$PS3n=75). Singularity Theory (1974-2000).

Table D.1. Iteration history for the three-dimemsibsolution (in squared distances).

Young's S-stress formula 1 is used.
Iteration S-stress Improvement

.32557

20815  .11742
19512 .01303
19139  .00373
19006  .00133
18957  .00049

O WNPE

Iterations stopped because

S-stress improvement is less than .001000

Stress and squared correlation (RSQ) in distances

RSQ values are the proportion of variance of the sc aled data
(disparities)in the partition (row, matrix, or enti re data)which
is accounted for by their corresponding distances.

Stress values are Kruskal's stress formula 1.

For matrix
Stress = .13052 RSQ = .89528

Table D.2. Configuration derived in three-dimension

Stimulus Coordinates
Dimension

Stimulus Stimulus 1 2 3
Number Name

ARNOLD .2216 .2734 1.0819

AROCA -2.3291 1.1246 -1.2594
ARTALBAR -.2441 -2.1834 .4817
BIERSTON -.7755 1.2176 -.8121
BRASSELE -1.8318 .6408 1.3743
BRIANCON -1.1688 .0374 .1079

OO WNPE
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7 BRIESKOR .2523 -.8236 -.2213

8 BRUCE 1.3429 .1635 .2172

9 BRYLINSK -1.4885 -.4324 -.6750
10 CAMPILLO -2.6405 -2.2371 .7537
11 CHILLING 1.6428 1.1747 .1552
12 DAMON .7995 .3799 .3124
13 DIMCA .2213 -.5475 .4662

14 DUPLESSI .9283 1.1147 .8729
15 EBELING 1.0904 -.7583 .0527
16 FUKUDA .4029 1.3162 .7697
17 FUKUI .3305 1.7220 -.6960

18 GABRIELO -.3886 -.0212 -.8787
19 GAFFNEY .6536 .9959 .8104
20 GALLIGO -1.7267 .8599 -.6133
21 GIBLIN 2.2496 .4468 1.0079
22 GIBSON .7626 .6260 .3147

23 GIVENTAL 1.6078 -.8337 -.8312
24 GORYUNOYV 1.6416 -.5535 -.0084
25 GRANGER -1.4674 1.6320 1.2735
26 GREUEL .2051 -.6804 .3937
27 GUSEINZA 1.1036 -.8860 -.3844
28 HAMM -3200 -.5210 .6717

29 HERTLING .4147 -1.6513 -1.1625
30 HIRONAKA -1.2391 .0378 .0992
31 ISHIKAWA 1.9477 .8126 -.9252
32 IZUMIYA 1.5082 .8809 -.1160
33 JANECZKO 2.0213 .2689 -.8742
34 KAZARIAN 2.2679 -.0300 -1.2330
35 KHOVANSK .5809 -.2522 -1.1363
36 KOIKE -.1853 1.7885 .9431

37 KUO -4002 .9187 .5664

38 KURDYKA -2.0160 1.6582 -1.3011
39 LEDT -.6120 -.4746 .3266

40 LEJEUNEJ -1.5013 -.1728 .0339
41 LOJASIEW -1.1047 1.1169 -.5748
42 LOOIJENG .6613 -.3183 .2450
43 LUENGO -.5625 -1.8901 -.3541
44 MACPHERS -1.6090 .0425 .8079
45 MAISONOB -2.0327 -.0871 -2.1636
46 MALGRANG -.1684 .1036 -.5383
47 MATHER .6558 .3421 -.1617
48 MERLE -1.5171 -1.2310 .4595
49 MILMAN -2.1014 1.8300 -1.4517
50 MILNOR .7107 .3598 -.3340

51 MOND 1.1534 .1522 .8241

52 OKA  -4045 -1.0142 .8644

53 PARUSINK -2.0324 -.0180 .0729
54 PELLIKAA .5638 -.8122 .6364
55 PHAM -.1751 -.4776 -.3360
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56 PORTEOUS 1.3134 .5547 .6728
57 SABBAH -1.8520 .1814 -.3605
58 SAITO .3370 -.5094 -.1456

59 SEDYKH 2.1128 -.2126 -.5740
60 SIERSMA .5993 -.3009 .0830
61 SLODOWY 1.1520 -.7539 -.2150
62 STEENBRI -.0107 -.8556 -.4840
63 SUWA -1.4395 -.3720 .9281
64 TEISSIER -.6023 -.1021 .1359
65 THOM  .6776 .2753 -.0624

66 TIBAR -.5666 -1.3300 .9142
67 TROTMAN -.1181 1.3279 .4372
68 VANSTRAT -.0666 -1.6874 .1397
69 VARCHENK -1.0001 -1.6159 -.7006
70 VASSILIE 1.8319 -.9938 -.3755
71 WALL  .5555 -.3189 1.3200

72 WHITNEY .0814 .4208 -.1445
73 WILSON 5122 1.5559 .7893
74 ZAKALYUK 1.7866 -.1701 -.3276
75 ZARISKI -1.2032 -.2238 .0151

Figure D.1. Three-dimensional ACA configuration ¢lidean distance model).

-1
Dimension 3
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APPENDIX E. AMS classification codes relevant indailarity Theory.

CODE

DATE

SUBJECT

14 -XX (1940-now)

14Bxx
14B05
14B07
14Dxx
14D07
14Exx
14E15
14Hxx
14H20
14Jxx

14317

14Pxx
14P10
140Qxx
14Q99

(1973-now)
(1973-now)
(1980-now)
(1973-now)
(1991-now)
(1973-now)
(1973-now)
(1973-now)
(1973-now)
(1973-now)
(1980-now)
(1991-now)
(1991-now)
(1991-now)
(1991-now)

32 -XX (1940-now)

32Bxx
32B20
32B30
32Cxx
32C05
32C10
32C38
32C40
32C42
32Dxx
32D20
325xx
32505
32510
32515
32520
325822
32525
32S30
32535
32540
32545
32S50
32555
32560
32565
32S70

(1973-now)
(1973-now)
(1980-1990)
(1973-now)
(1973-now)
(1973-1999)
(1985-now)
(1980-1990)
(1980-1990)
(1973-now)
(1973-now)
(1991-now)
(1991-now)
(1991-now)
(1991-now)
(1991-now)
(2000-now)
(1991-now)
(1991-now)
(1991-now)
(1991-now)
(1991-now)
(1991-now)
(1991-now)
(1991-now)
(1991-now)
(1991-now)

ALGEBRAIC GEOMETRY

Local theory

Singularities

Deformations of singularities

Families, fibrations

Variation of Hodge structures
Birational geometry

Global theory and resolutioninfslarities
Curves

Singularities, local rings

Surfaces and higher dimensiondgties
Singularities

Real algebraic and real analyizrgetry
Semialgebraic sets and relatedesp
Computational aspects in algebga@mmetry
None of the above but in thigisac

SEVERAL COMPLEX VARIABLES AND AKNLYTIC SPACES
Local analytic geometry

Semianalytic and Subanalytis set

Local singularities

General theory of analytic sgace

Real-analytic manifolds, realtgiimspaces

Complex manifolds

Sheaves of differential operaamd their modules, $D$-modules
Singularities

Stratified sets, etc
Analytic continuation

Removable singularities

Singularities

Local singularities

Invariants of local analytiggn

Equisingularity (topological awdhlytic)

Global theory of singularitieshemological properties

Relations with arrangementsypklplanes

Surface and hypersurface singje&gr

Deformations of singularitiesnighing cycles

Mixed Hodge theory of singularieties

Monodromy; relations with diffietial equations and $D$-modules
Maodifications; resolutions afggilarities

Topological aspects: Lefchetpitbims, topological classification, invariants
Milnor fibration; relations withot theory

Stratifications; constructibleaVes; intersection cohomology
Singularities of holomorphic wedtelds and foliations

Other operations on singularities
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32599 (2000-now)

34 -XX (1940-now)
34Cxx (1973-now)
34C08 (2000-now)

34Mxx (2000-now)
34M35 (2000-now)

35 -XX (1940-now)
35Axx (1973-now)
35A20 (1973-now)
35A21 (2000-now)
35Lxx (1973-now)
35L67 (1980-now)

37 -XX (2000-now)
37Dxx (2000-now)
37D50 (2000-now)

55 -XX (1940-now)
55Rxx (1980-now)
55R55 (1980-now)

57 -XX (1959-now)
57Rxx (1980-now)
57R45 (1980-now)
57Mxx (1980-now)
57M25 (1980-now)
57Qxx (1980-now)
57Q45 (1980-now)

58 -XX (1973-now)
58Axx (1973-now)
58A35 (1980-now)
58Cxx (1973-now)
58C27 (1980-1999)
58C28 (1980-1999)
58Fxx (1973-1999)
58F05 (1973-1999)
58F14 (1980-1999)
58J47 (2000-now)
58Kxx (2000-now)
58K05 (2000-now)
58K15 (2000-now)
58K20 (2000-now)
58K25 (2000-now)
58K30 (2000-now)
58K35 (2000-now)
58K40 (2000-now)
58K45 (2000-now)

None of the above, but in thitise

ORDINARY DIFFERENTIAL EQUATIONS
Qualitative theory
Connections with real algebraiorgetry
(fewnomials, desingularization, zerog\bElian integrals, etc.
Differential equations in the cdeypdomain
Singularities, monodromy, locahbviour of solutions, normal forms

PARTIAL DIFFERENTIAL EQUATIONS
General theory

Analytic methods, singularities
Propogation of singularities

Partial differential equationstgfperbolic type
Shocks and singularities

DYNAMICAL SYSTEMS AND ERGODIC THEBRY
Dynamical systems with hyperbblhavior
Hyperbolic systems with singuiasit

ALGEBRAIC TOPOLOGY
Fiber spaces and bundles
Fiberings with singularities

MANIFOLDS AND CELL COMPLEXES

Differential topology

Singularities of differentiableppangs

Low dimensional topology

Knots and links in $S73$ (for legldimensions, see 57Q45)

PL-topology

Knots and links (in high dimensjoffior the low dimen. case, see 57M25)

GLOBAL ANALYSIS, ANALYSIS ON MANFOLDS
General theory of differential mfalds
Stratified sets
Calculus on manifolds; nonlineperators
Singularities of differentiablapa
Catastrophes
Ordinary differential equatiomsmanifolds; dynamical systems
Hamiltonian and Lagrangian systaymplectic geometry
Bifurcation theory and singuiesit
Propagation of singularitiesjahitalue problems
Theory of singularities and cataghe theory
Critical points of functions andppings
Topological properties of mapging
Algebraic and analytic propertésnappings
Stability
Global theory
Catastrophe theory
Classification; finite determinaafymap germs
Singularities of vector fieldsptdogical aspects
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58K50 (2000-now)
58K55 (2000-now)
58K60 (2000-now)
58K65 (2000-now)
58K70 (2000-now)

60 -XX (1940-now)
60Gxx (1973-now)
60G30 (1973-now)

74 -XX (2000-now)
74Gxx (2000-now)
74G70 (2000-now)

83 -XX (1940-now)
83Cxx (1980-now)
83C75 (1985-now)

Normal forms

Asymptotic behavior
Deformation of singularities
Topological invariants
Symmetries, equivariance

PROBABILITY THEORY AND STOCHASTI®ROCESSES
Stochastic processes
Continuity and singularity of imeéd measures

MECHANICS OF DEFORMABLE SOLIDS
Equilibrium (steady-state) probdem
Stress concentrations, singudariti

RELATIVITY AND GRAVITATIONAL THEORY

General relativity
Space-time singularities, cosraitsorship, etc.
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APPENDIX F. Coauthor network .kp file. Singulgritheory (1974-2000).

75 FILE = THESIS~1.kp
366 294 Arnold

70 358 Aroca

318 27 Artalbartolo
254 360 Bierstone
106 300 Brasselet
242 255 Briancon
357 164 Brieskorn
488 265 Bruce

176 197 Brylinski

51 12 Campillo
502 342 Chillingworth
437 264 Damon

355 192 Dimca

445 356 Duplessis
450 158 Ebeling

381 369 Fukuda

372 406 Fukui

291 241 Gabrielov
396 336 Gaffney
153 316 Galligo

591 288 Giblin

415 304 Gibson

512 137 Givental
501 185 Goryunov
185 424 Granger
363 177 Greuel

432 134 Guseinzade
288 173 Hamm

379 56 Hertling

189 246 Hironaka
544 318 Ishikawa
483 316 lzumiya
556 267 Janeczko
592 229 Kazarian
425 197 Khovanski
323 423 Koike

294 321 Kuo

116 414 Kurdyka
263 186 LeDungTrang
166 219 LejeuneJalabert
224 342 Lojasiewicz
405 211 Looijenga
276 63 Luengo

175 232 MacPherson
44 192 Maisonobe
316 255 Malgrange
378 264 Mather

180 119 Merle

95 439 Milman

407 280 Milnor

462 243 Mond




295 130 Oka

106 244 Parusinski

395 147 Pellikaan

309 199 Pham

475 288 Porteous

129 268 Sabbah

349 211 Saito

552 205 Sedykh

385 223 Siersma

457 173 Slodowy

302 154 Steenbrink

176 182 Suwa

277 227 Teissier

404 249 Thom

272 101 Tibar

325 358 Trotman

329 87 Vanstraten

230 80 Varchenko

536 119 Vassiliev

411 181 Wall

328 277 Whitney

390 389 Wilson

509 222 Zakalyukin

255 209 Zariski
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APPENDIX G. First/sole author publications (n=7Shgularity Theory (1974-2000).
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22.06%
25.00%
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95.59%
21.05%

16.28%

Named AFTER the following First Author:

Agranovich, Anosov (3), Osipov, Sena, Vainberg

Barthel(5), Birbrair
Biosca, Skoda

Baum, Bell, Blanc, Borho (6) Bressler,
Briales (3), Gusein-Zade (3)
Birman, King

Artal-Bartolo, Barthel, Bonnet, Cassou-Nouges, @aoy (5), Delign
Bruce (3), Gaffney, Gibson

Feistel, Kremp, Mikhailov

Aoki, Nishimira, Masako-Fukuda (2)

Fuchs

Banchoff (2), Bruce (2), Damon, du Plessis

Caniglia (3), Bayer, Briancon (2), Damon (3), Emg), Fitchas (3), Hassold
Banchoff (2), Bruce (32), Chen, Cipolla, Fidal, kten, Soares
Bedford (3), Bruce (11), Cocke, Dimca (3), Donékn Giblin, Johns
Arnold (2), Eliashberg, Varchenko

Arnold (2), Chmutov (4)

Assi (3), Balquiere, Briancon (5), de Brucq, Gall{g)

Brieskorn, Brucker, Buchweitz (3), Decker (2), Qi¢4), Grassman (2)
Arnold (2), Campillo, Ebeling (4), Varchenko

Greuel

Greuel

Aroca (2), Babakhanian (2), Cossart

Brodersen, Fukuda, Hayakawa, Nishimori

Hayakawa, Ishikawa, Li, Nishimori

Cao Long Van (2), Domitrz (3),

Habsieger

Arnold, Bernstein, Danilov, Gabrielov, Gelfond (2yashenko, Kantor, Kozlova, Makarov,
Pukhlikov (2), Varchenko,

Bekka (2), Fukui (2), Ishikawa,

Bochnak (2), Fukui, Kobayashi (2), Koike

Coste (2), Denkowska, Gwozdiewicz

Brasselet, Cano, Cheniot (2), Greuel, Hamm (9)-tha Vui, Henry, Iverson, Lejeune
Angeniol (2), Bermejo, Campillo (4), Gonzalez-Sherg (5), Hironaka

Andreotti (2), Bochnak (2), Bojarski, Denkowska, @)rtuna (2), Golpolhkab, Kurdyka

Faber, Hain, Gibson, Greuel,
Alonzo, Artal-Bartolo (5), Gomez-Mont, Gusein-Z48¢ Lope:

Baum (3), Beilinson (2), Borho (5), Braden, BraatseCheeger, Coveyou, De Concini,
Deligne, Fulton (7), Gelfand (5), Goresky (18),rBgrg, Hain (3), Hanamura (2), Verdier
Biosca, Briancon (10), Galligo (2), Granger (2)

Borel, Brylinski (2), Garding (2), Koszul, Laurehgvy, Lions

Bellissaard, Fathi, Fell

Briancon (2), Giusti (2), Henry (11)

Melles, Bierstone (25), Bos (5), Grant, Kuo, Lartidichelli, Milman
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100.00%

Named AFTER the following First Author:

Barratt, Bass, Bott, Dawson, Friedland, Fox, Goit®), Herstein, Hirsch, Kervaire (2),
Lepowsky, Lusztig, Lyubich,

Cooper, Damon, Gaffney (2), Goryunov, Holland K&yrar (2), Morton, Castro-Jiminez (2
Jiang (3), Nakazawa, ACampo, Le Van Thanh, Lé Ouégg

Bierstone, Gwozdziewicz, Kuo, Kurdyka (2), Marzauta, McCrory (3)

Beelen, Blokhuis, de Boer (3), Heijnen, Haholdt Kdifel, Mond, Munuera (2), Porter

Bessis, Bros, Boutet de Monvel, Candelperghebé),Delabaere (7), Duc, Fotiadi

Dimca, Garcia-Lopez, Henry, Loeser (3), Nemettisuve
Brieskorn, Le Dung Trang (2)

Romero-Fuster (2)

Hazewinkel, Jiang (2), Khimshiashvili, Massey, Satyer

Bliss, Cassens, Daboul (2), Gutkin, HirzebruchrkmpRichardson

de Jong (2), Ebeling, Greuel, Jeurissen, Kear®ian Thanh, Looijenga, Nemethi (3),
Namikawa, Oort, Peters, Pfister, Scherk, SchrawaerDoorn, van Straten

Bedford, Brasselet (2), Cerveau, Honda, Khanedatmmann (4), Ohmoto, Seade (3),
Eisenbud, Garcia, Goldin, Hauser, Henry, Hirona&dung Trang (6), Lejeune-Jalabert (b,
Lipman

Banchoff, Connes, Dold (2), Kergosien, Peixoto$8hastiani, Williams
Dimca, Siersma (4),

Bekka (2), Brodersen, Kuo (2), Kambouchner, KwidirMurolo (3),Navarro, Nairel, Orr|
(3), Risler

Altmann, Batyrev (3), Birkenhake, de Jong (8), &etif Izadi, Mond (2), Montaldi (2),
Parameswaran, van Geemen

Arnold (5), Barlet, Beulinson (2), Blok, Brylawskihmutov, Etingof (4), Feigin (3), Felder|
(11), Frenkel, Gusein-Zade, Markov, Mukhin (6),dRetikhin, Schechtman (4), Tarasov ()
Arnald (5)

Atiyah, Browder, Bruce (2), Duplessis (9), Ebeliagwards, Frohlich (4), Haefliger, Hsiang
(2), James, Johnson, Madsen (2), Scott, Thomas
Dold, Gleason, Loomis,

-

Bleeker (2), Bruce, duPlessis (3), Ferrarotti@ffney (2), O'Shea (2), Sun, Trotman
Agrachev (2), Bruce, Davydov (2), Roberts

22¢



APPENDIX H. Questions for a semi-structured one#e interview schedule.

THE INSTITUTE AS AN INFORMATION USE ENVIRONMENT:

1. [Invited visitor] I'm interested in knowing whyou were invited to the Newton Institute to
participate in this year's Singularity Theory pragr?

2. [Non-invited visitor] What made you decide tgivthe Newton Institute and participate in the
Singularity Theory program, even though you werefoomally invited?

3. What is your impression of the physical arrangetof facilities at the Newton Institute?

4. What is your impression of the Newton Institsgeentific support staff? Have they been helpdul t
you so far?

5. What are some of the Newton Institute resoufaeitifies that you anticipate using or have been
using?

6. Is there a particular area of the Institute friclv you like to work? Why?
7. Is this your first visit to the Newton InstitGte

8. What was the reason for your last visit?

9. How long did you stay? Why?

10. Describe your thoughts/opinions about the Nauastitute during the time of your first visit?
Have they changed?

11. Can you give me some specific reasons as toyatiynight plan another visit to the Newton
Institute again?

12. Have you patrticipated in other program actitat a research institute similar to the
Newton Institute?

13. How does the Newton Institute compare withatieer research institutes that you
have visited in the past?

THE INTELLECTUAL STRUCTURE OF THE INVISIBLE COLLEGE

1. Describe the type of problems that you are atiyevorking on in the Singularity Theory research
field.

2. Do you think that there are a lot of importardalgems left to work on?
3. Are there any new areas of thought or reseaecil$ emerging in this field?

4. Describe some of the important rules and nohasgovern the work in this field.
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5. (Show informant the co-citation map). This imap of the co-citation patterns of a selection of
members of the Singularity Theory research fiéhat is your initial reaction to this map?

6. (Informant located on map). Do you agree withryposition and do you see yourself as being
similar to the other mathematicians with whom yoei @ustered on this map?

7. (Informant not on map). Where would you expedie placed on this co-citation map?

SOCIAL ROLES AND INFORMAL COMMUNICATION PROCESSES:

1. Are you a senior professor, assistant (untefymedessor, graduate student or postdoctoralvello
in the Singularity Theory research field?

2. (Graduate student). Who is your Ph.D. thesissad?
3. Is your advisor also visiting the Institute ahgrithis program term?

4. Do you plan to discuss mathematics regularhj witur advisor throughout the period of your
visit? In person? By electronic mail, fax or piene?

5. (Postdoctoral fellow). Who was your Ph.D. thesilvisor?
6. Is your former advisor also participating irstprogram?
7. Have you kept in contact with your former advisimce you graduated?

8. Do you plan to communicate with him or her whjiti are visiting the Newton Institute? In
person? By electronic mail, fax or telephone?

9. (Senior professor / Assistant professor). Howglbave you been working in the Singularity
Theory field?

10. Have you continued to work in the same researeh as when you first graduated?
11. Are you currently an advisor of any graduatelshts in this field?

12. Did you encourage your graduate student tagizate in this program and visit the Institute at
the same time as your visit?

13. [All visitors] Do you feel comfortable in commigating with all the visiting members of the
Newton Institute? Is there any reason why you daut talk with one of the visitors or approach
one of the visitors for a person-to-person convensa

14. Do you recognize a tendency for certain mathieraas to talk with certain others
during a program visit? What would be the reaswntis tendency?
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SOCIAL ACTOR (COLLABORATIVE WORK):

1. Is there anyone who is participating in the enriSingularity Theory Program that you would like
to meet and talk to? Why?

2. Have you made arrangements prior to your \asiheet with a particular colleague for
collaborative purposes?

3. Describe a collaborative project that you ameently working on.
4. Tell me about your role in this collaborativerwo
5. What is the role of your colleague(s) in thilawmorative work?

6. Tell me about the nature of some of the pa&tlootative projects that you initiated or worked on
during an Institute program term.

22¢



APPENDIX I. Interview consent form.

EXPLANATION OF THE RESEARCH

The purpose of this research is to examine théiéctaal structure and social process of
communication in Singularity Theory research. Thgotive is to understand the bibliometric struetof this
subject, the collaborative and collegial networlatienships of the mathematicians involved in thkject, and
the role that the Isaac Newton Institute playsuipporting these relationships.

Alesia Zuccala (zuccala@fis.utoronbto.ca) is caigyout this research as a requirement for her Ph.D.
thesis. Her supervisor is Prof. J. Dilevko of Feeulty of Information Studies, University of Toton The
other members of her research committee includé Br®ierstone (bierston@math.utoronto.ca) of the
Department of Mathematics, University of Torontogddrof. B. Wellman (wellman@cgass.utoronto.ca}hef
Department of Sociology, University of Toronto.

SUBJECT CONSENT
As an interview informant for this study:

a) | understand that all the important ethical a&mtions concerning my rights, needs and valué &/
recognized;

b) I understand that if | participate in an intewithat it will be tape-recorded, transcribed vérbaand used
for analysis;

¢) I understand that there are no psychologicahysical risks associated with my role as an insvv
informant;

d) I understand that | have the option of withdragvirom the study at any point in time, or refusioganswer
specific questions without any negative consequgnce

e) | understand that the researcher may need tencoicate with me by e-mail for follow-up questicafter
the Newton Institute program term has ended, aatll thave the option of continuing or not contirgimy role
as an informant;

f) I understand that the researcher would likese oy actual name in connection with the infornmatio
provide in an interview session in her written egsé report;

g) | understand that | have the voluntary optiomlédwing or not allowing my name to appear in ritten
research report;

h) I understand that if | choose NOT to allow mymeato appear in the written research report, that t
information | provide during the interview will leported in connection with a pseudonym.

| the undersigned: agree / do not agreecircl¢ one) to allow the researcher,
Alesia Zuccala, to use my name in her written PheBearch report.

Informant’s signature:

E-mail address:
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APPENDIX J. ACA results isPSSn=48). Singularity Theory and Its Applications to Quantum
Field Theory(1974-2000).

Table J.1. Partial raw co-citation matrix.
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Table J.3. lteration history for the two-dimensibgolution (in squared distances).

Young's S-stress formula 1 is used.
Iteration S-stress Improvement

44530

35656  .08874
34504  .01152
34336  .00169
34294  .00042

abhwnNPEF

Iterations stopped because S-stress improvement is
.001000

Stress and squared correlation (RSQ) in distances
RSQ values are the proportion of variance of the sc
(disparities) in the partition (row, matrix, or ent
which is accounted for by their corresponding dista

Stress values are Kruskal's stress formula 1.

For matrix
Stress = .27000 RSQ = .62582

less than

aled data
ire data)
nces.

Table J.4. Configuration derived in two dimensions

Stimulus Coordinates
Dimension

Stimulus Stimulus 1 2
Number Name

ANISOV 1.2476 1.6778
BARANNIK -1.1763 .0493
BERTOLA -.0196 -.8911
BOALCH -.6119 1.1205
CHEKANOV 1.4353 .6912
DAMON 1.2746 -.2315
DEGREGOR -.5894 1.1223
DIJKGRAA -1.5278 -1.0854
DOLGACHE .4202 -.8085
10 DUBROVIN -1.4152 -4713
11 DUPLESSI 1.4238 -.2849
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12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48

EKHOLM -.5977 1.0916
EVANS -1.6550 -.8537
GAFFNEY 1.2798 -.4655
GODDARD -1.8580 -.1592
GORYUNOV 1.5656 .4780
GRISENKO -1.7956 -.9595
GROSS -1.1767 -1.2706
HERTLING .2419 -1.1544
HITCHIN -1.1317 -.7243
IVANOV -.6394 1.0131
IZUMIYA 1.5852 .4695
KAZARIAN .9265 1.9488
KOBAYASH -.8968 -1.2700
LOOIJENG .5971 -.9166
MAZZOCCO -1.7159 .6040
MORRISON -1.1686 -1.1167
NATANZON -.8257 .6483
NIKULIN .1168 -.7683
POLYAK -.0402 2.0860
REES  .8271 .1137
SAITOM .4233 -.8081
SAITOK .3041 -.4432
SANGUINE -1.3996 1.4618
SHAPIRO 1.0309 -.2185
SIERSMA 1.2477 -.2114
SLODOWY .2470 -.7925
SPIELBER -.6015 .9711
TAKAHASH -.6970 -1.0909
TIBAR 1.1704 .2208
TROTMAN 1.1000 -.3025
VANSTRAT .9061 -.5228
VANENCKE -.5872 .9568
VASSILIE .7120 1.5285
VIRO  .2627 1.0166
WALL  .8754 -.4110
WILSONP -.4293 -1.1416
ZAKALYUK 1.3347 .1040
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Figure J.1. Hierarchical cluster dendogram for-tiimensional solution using complete linkage.
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