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1. INTRODUCTION

The Polish language exhibits many morphophonological phenomena that still confound
researchers today. There are many types of alternations where word stems may exhibit two or
three variants within a paradigm. Consonants may alternate with other consonants, and vowels
may alternate with other vowels in certain inflectional and derivational forms. This paper deals
primarily with one such alternation phenomenon: the vowel~zero alternation. In vowel~zero
alternations, a vowel present in one form of a stem is not present in another form. Although these
alternations may occur in words from various lexical categories, they are most common in nouns.
Therefore, I further narrow down my focus in this paper to vowel~zero alternations in nouns.

I begin this paper with an introduction to the relevant characteristics of the Polish
language, and move on to discussing how these relate to the morphophonological characteristics
of vowel~zero alternations in nouns. I then provide a brief history of vowel~zero alternations,
and follow it with a description of the problem that vowel~zero alternations pose for Polish

phonology.

1.1.  Polish Phonemic Inventory

Along with Sorbian, Czech, and Slovak, Polish constitutes part of the West Slavic
language family. In this subsection, I provide a bit of background on the Polish language that is
necessary in tackling the phonological problem of vowel~zero alternations.

In tackling any phonological problem, it is important to have an understanding of the
phonemic inventory of the language. To begin with, I will make some assumptions about the
vowel inventory. The chart in (#1.1) below includes some segments in brackets, whose inclusion

in the phonemic inventory is often debated. I assume that all of the vowels listed below are



phonemes. However, whether or not these vowels are separate phonemes does not bear any

significance to the problem and analysis presented in this paper.

(#1.1) Polish vowel inventory

(1) u
€ 2
(€) (0
a

(summarized and adapted from Sussex & Cubberly 2006:153-162)

(#1.2) Polish consonant inventory

labial | palatalized | dental/ | retroflex | palatal/ velar palatalized
labial alveolar prepalatal velar
Stops pb (p) (b) td kg &) (2)
Affricates ts dz ts dz, tc dz
Fricatives fv (1) (v) SZ S7 cZz X
Nasals m (mi) n n
Approximants | w It ]

(summarized and adapted from Sussex & Cubberly 2006:163-166)

On the other hand, the phonemic status of consonants in Polish is much more important
for the present analysis, particularly with respect to palatalization effects that may often appear
alongside vowel~zero alternations. The chart in (#1.2) above shows the consonantal inventory of
Polish categorized by place and manner. Note that this chart too includes some segments in
brackets that, depending on the researcher, may or may not be considered separate phonemes.

For the purposes of this paper, I consider palatalized labials as separate phonemes, but palatalized
velars as allophonic variants of plain velars.' This is partly because it is possible to find minimal

pairs that contrast palatalized labials (#1.3).

' See section 6.1 for further evidence and a discussion about why palatal segments should be treated as separate
phonemes in general.



(#1.3) wara [vara] ‘beware!’ wiara [viara] ‘belief, Nom. Sg.’
mara [mara] ‘apparition, Nom. Sg.’ miara |[miara] ‘measure, Nom. Sg.’
pana [pana] ‘man, Gen. Sg.’ piana [pana] ‘foam, Nom. Sg.’

(Sussex & Cubberly 2006:165)

Although based only on this evidence it may be possible to analyze palatalized labials as
underlyingly C+j sequences, the status of palatalized labials as separate phonemes becomes
clearer in light of onset consonant cluster data. In Polish, it is often the case that palatal
consonants may only cluster with other palatal consonants, so that [st] and [ete] are well-formed
clusters, but *[ste] and *[et] are not. A similar pattern is observed with the labial consonants,
where [s] co-occurs with plain labials, and [¢] co-occurs with palatalized labials (#1.4). The
handful of examples of [s] being followed by palatalized [p'] can be analyzed as having a
morpheme boundary between the two segments, so that [s] is an aspectual morpheme, and [p'] is

the first consonant in a root (#1.5).

(#1.4) spiew [epev] ‘singing, Nom. Sg.’ sposob [sposub] ‘method, Nom. Sg.’
swiat [eflat] ‘world, Nom. Sg.’ swojski [sfojski] ‘homely, Nom. Sg.’
smia¢ [emiate]‘to laugh’ smak [smak] ‘taste, Nom. Sg.’

(#1.5) spiec [spiets] ‘to burn, Perfective’

piec [piets] ‘to bake’

On the other hand, palatalized velars occur only before /i/ and /e/, whereas plain velars do
not (#1.6). The only exception to this rule are borrowed words such as Kenia [kepa] ‘Kenya’,
kelner [kelner] ‘waiter’ (from German), kepi [kepii] ‘képi, hat’ (from French), etc. Furthermore,

ooking at consonant cluster co-occurrences as evidence shows that [¢] is never followed by [k]

(Saloni et al. 1994).



(#1.6) kiet  [kiew] ‘fang, Nom. Sg.’ *[ke]
kij [kiij] ‘stick, Nom. Sg.’ *[ki]
kaczor [katgor] ‘male duck, Nom. Sg.’ *kia]
koc  [kots] ‘blanket, Nom. Sg.’ *[kio]
kura [kura] ‘hen, Nom. Sg.’ *[kiu]
kqt [kont] ‘corner, Nom. Sg.’ *[kid]
kes  [kens] ‘bite, Nom. Sg.’ *[kie]

Furthermore, it will become necessary throughout this paper to refer to the featural
specifications of Polish phonemic segments. At this point, I turn to Morén’s (2006) Parallel
Structures Model (PSM) (#1.7), in which “phonological segments are composed of a limited set
of identical structures and a limited set of privative, articulator-based features” (Morén 2006:
1208). These structures and features define the limitations of the model since a language may not
have any more distinctive features than those available in the model (#1.7). On the other hand, a
language may use fewer features as long as these features are sufficient to distinguish each
segment from all other segments in the language, and as long as these features are able to define
classes of segments that undergo the same phonological processes.

While most of my analysis can work using a traditional feature model (e.g. Clements &
Hume 1995), PSM offers a better alternative when dealing with the vowel-consonant interactions
discussed in section 6. This is largely because there is some freedom in whether or not a
language places features under the ‘C-node’ or the ‘V-node’, so that “vowels can have ‘C-node’
features and consonants can have ‘V-node’ features” (Moren 2006: 1208 footnote). Therefore,
while the features used in the PSM are “articulator-based” and as such are not assigned
completely arbitrarily, the use of “C” and “V” to indicate node type is not necessarily a statement
about the phonological nature of the nodes. Neither node is more important or “primary” than the

other.



(#1.7) Morén’s Parallel Structure’s Model

(a) Place of Articulation (b) Manner of Articulation
C-Place node C-Manner node
[dor] [open]
[lab] [closed]
[cor] [lax]
V-Place node V-Manner node
[dor] [open]
[lab] [closed]
[cor] [lax]

Using the Parallel Structures Model, I have devised the following feature geometry for
Polish phonemes (#1.8). Many of the segments have feature specifications that parallel the
feature geometries for Serbian and Slovenian devised by Jurgec & Morén (2008). I will return to
this feature geometry at various points throughout this paper, at which time I will also attempt to

explain the reasons behind assigning specific feature values to particular segments.



(#1.8) Polish Feature Geometry

Manner Segment | C-Place V-Place C-Manner | V-Manner
Description [cor] | [dor] | [lab] | [cor] | [lab] | [cl] | [op] | [c]] | [op]

Stops /p/ v

/pi/

1t/

/te/

/ts/

/ts/? v

NRNEANEN
(\
N RNANENENENAN

/k/

Fricatives /f/ v

/B

/s/

le/

AN

/s/

/x/

Nasals /n/

n/ v

/m/ v

(\
N R AR ANASENENENEN

Approximants | /j/ v

NV v v

YRR

w/ v

Vowels /a/ v

/e/

/a/ v

N/ v

/i

NRNEN

h/ v

/e/ v

/ol v v

1.2. Morphophonology and Vowel Alternations
Furthermore, vowel~zero alternations are often considered a morphophonological
phenomenon. Therefore, it is necessary to make some statements about the morphology of

Polish. Inflectional suffixes on nouns depend on three factors: gender, number, and case.

% Note that while it may seem strange that a segment like /ts/ is specified with a C-place[dorsal] feature, while a
traditionally dorsal consonant like /k/ is not, these specifications make sense from a phonological point of view since
/ts/ patterns with the other C-place[dorsal] consonants (/ts/ and /s/) while /k/ does not. However, although I have
chosen to assign this particular feature to /ts/ rather than /k/, nothing in this paper hinges on it.



Gender is considered an inherent property of nouns, and Polish nouns may be one of three
possible genders: masculine, feminine, or neuter. Any noun may also be singular or plural.
Finally, Polish nouns can have seven morphological case distinctions: nominative, vocative,
accusative, genitive, dative, instrumental, and locative. Most inflexional suffixes are vocalic,
meaning that they are minimally composed of a vowel (and in certain cases the vowel is followed
by a consonant, or a consonant and another vowel). However, as the next subsection shows, it is
in cases that do not have vocalic suffixes where stem vowels that are absent in other forms in the

paradigm appear.

In terms of morphophonology, the following patterns can be observed regarding

vowel~zero alternations:

(#1.9) Animate masculine nouns may have a vowel in the nominative singular that contrasts
with no vowel elsewhere.

(a) ‘dog’ pies-0 ps-a ps-y DpS-Ow
[pes] [psal [psi] [psuf]
(Nom. Sg.)  (Acc. Sg.) (Nom. PL.)  (Gen. P1.)

(b) ‘donkey’ osiol-@’ ost-a ost-y ost-ow
[ocowW] [oswa] [oswi] [oswuf]
(Nom. Sg.)  (Acc. Sg.) (Nom. PL.)  (Gen. PL)

(#1.10) Inanimate masculine nouns show the same pattern, except that their accusative singular
forms are identical to their nominative singular forms.

(a) ‘head’ teb-0 teb-0 tb-y th-ow
[wep] [wep] [wbi] [wbuf]
(Nom. Sg.)  (Acc. Sg.) (Nom. PL.)  (Gen. P1.)

(b) ‘cauldron’ kociot-@* kociot-0 kott-y kott-ow
[koteow] [koteow] [kotwi] [kotwuf]
(Nom. Sg.)  (Acc. Sg.) (Nom. PL.)  (Gen. PL)

? Note that the quality of the vowel in vowel~zero alternations is usually [¢]. However, in a couple of cases, the
vowel is [0]. This will be discussed in more detail in section 6.2.
* See footnote 3 above.



(#1.11)Irregular feminine nouns (i.e., those that do not have the /—a/ suffix in the nominative
singular) pattern the same way as masculine nouns.

(a) ‘louse’ wesz-0J wesz-0 wsz-y WSZ-0Ow
[ves] [ves] [£st] [fsuf]
(Nom. Sg.)  (Acc. Sg.) (Nom. PL.) (Gen. PL.)

(b) ‘village’ wies-0 wsi-¢ ws-i ws-i
[Viee] [fee] [fei] [fei]

(Nom. Sg.)  (Acc. Sg.) (Nom. PL.) (Gen. P1.)
(#1.12)Regular feminine and neuter nouns have a vowel in the genitive plural that contrasts with

no vowel elsewhere.
(a) F: ‘tear’ 1z-a tz-¢_ 1z-y tez-0

[wza] [wze] [wzi] [wez]

(Nom. Sg.)  (Acc. Sg.) (Nom. PL.) (Gen. P1.)
(b) N: ‘window’ okn-o okn-o okn-a okien-0

[okno] [okno] [okna] [ok'en]

(Nom. Sg.)  (Acc. Sg.) (Nom. PL.) (Gen. P1.)
Furthermore, vowel~zero alternations are not the only alternations that involve vowels.

As the following data in (#1.13) suggest, there are many cases where vowels alternate with other

vowels in quality.

(#1.13) Some vowel~vowel alternations in nouns:

(a) o~¢ anioly [apow] ‘angel, Nom. P1.’ aniele [anele] ‘angel, Loc. Sg.’
a~e¢ wiara [viara] ‘faith, Nom. Sg.’ wierze [Viezg] ‘faith, Loc. Sg.’

(b) u~9  pokdj [pokuj] ‘room, Nom. Sg.’ pokoje [pokoje] ‘room, Nom. P1.’
0 ~¢ zgb [zomb] ‘tooth, Nom. Sg.’ zeby [zembi] ‘tooth, Nom. P1.”°

> Note that phonemically nasal vowels are pronounced as oral vowels followed by homorganic nasal stops in pre-
plosive position. In spite of this, I consider nasal vowels as separate phonemes in Polish due to their participation in
various phonemic processes that exclude their oral counterparts. Conversely, oral mid vowels participate in
phonemic processes that exclude their nasal counterparts.



In alternations of the sort illustrated in (#1.13a), [0] or [a] elsewhere in the paradigm
alternates with [€] in the vocative singular and locative singular. What is interesting, however, is
that the alternations in (#1.13b) pattern in a similar way to vowel~zero alternations. Recall that
the vowel in vowel~zero alternations appears in cases with non-vocalic suffixes. Similarly, when
[0] alternates with [u], and [€] alternates [5], [u] and [0] are the vowels that appear in cases with
non-vocalic suffixes, while [0] and [¢] appear in all other cases. This can be summarized by

saying that [¢] is to @, as [u] is to [0] and [2] is to [&].

1.3.  History of Vowel Alternations

Historically, the vowel~zero alternation phenomenon is related to two vowels derived
from Indo-European short 1 and @i, commonly referred to as yers. Sussex & Cubberly (2006:111-
112) posit that the location of these short vowels in the central area of the vowel space made
them weak, and led to their general disappearance as phonemes in individual Slavic languages
after disintegration of Common Slavic (Carlton 1990). In principle, yers were lost when in
“weak” position and fused in terms of pronunciation with other existing vowels when in “strong”
position. A yer was strong only when the following syllable contained a weak yer, whereas a yer
was weak in all other positions (including word-finally or when the following syllable contained
any other vowel). Complications to the weak/strong alternation rule arose because of resistance
to consonant clusters that were potentially formed by the loss of a weak yer.

On the other hand, [u] and [5] from the vowel alternations in (#1.13b) above each
developed from long vowels: long [o] in the case of [u] and the long nasal vowel in the case of
[5] (Sussex & Cubberly 2006:116,131). The u ~» and 5 ~ ¢ alternations can thus be seen
diachronically as alternations between long and short vowels. Syllable structure ends up being

relevant because the “long” vowels [u] and [5] occur in closed syllables at the end of a word.
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Furthermore, syllable structure is also relevant to yers because deletion of a weak yer in word-
final position resulted in closed syllables, while the yer that preceded the word-final weak yer
became strong and vocalized. Therefore, the group of vowel alternations that include vowel~zero

alternations exhibit the general tendency for vowels to be “strong” in closed syllables.

1.4. The Problem of Vowel~Zero Alternations

So far, the phenomenon of vowel~zero alternations (and vowel alternations in general)
has been presented in a straightforward fashion. However, further investigation proves that
vowel~zero alternations are much more complex. Consider the examples of vowel~zero

alternations alongside the examples of non-alternating roots presented in the following data:

(#1.14)
Alternating noun roots Non-alternating noun roots

Always V

(a) | [lev-O] ‘lion’ ~ [lv-em] (Instr. Sg.) [zlev-O] ‘sink’ ~ [zlev-em] (Instr. Sg.)

(b) | [ples-O]°dog’ ~ [ps-a] (Gen. Sg.) [bies-@] ‘devil’ ~ [bies-a] (Gen. Sg.)

(c) | [sfeter-O] ‘sweater’ ~ [sfetr-i] (Nom. Pl.) [krater-@] ‘crater’ ~ [krater-i] (Nom. Pl.)

(d) | [len-0] ‘flax’ ~ [In-u] (Gen. Sg.) [teren-@] ‘terrain’ ~ [teren-u] (Gen. Sg.)
Always O

(e) | [wask-a] ‘stoat’ ~ [wasek-@] (Gen. Pl.) [wask-a] ‘grace’ ~ [wask-@] (Gen. Pl.)

(f) | [bagn-o] ‘swamp’ ~ [bagien-@] (Gen. Pl) [malign-a] ‘delirium’ ~ [malign-0] (Gen. PL.)

(g) | [trumn-a] ‘coffin’ ~ [trumien-@] (Gen. P1.) | [kolumn-a] ‘column’ ~ [kolumn-@] (Gen. Pl.)

(examples from Rubach 1984:28 and Gussmann 2007:186)

The data in the first column of the table shows that a vowel present in a word ending in a
consonant is not present when that same word is followed by a vocalic suffix. In other words, the
vowel breaks up two consonants when they are word-final. The two obvious ways of accounting
for these alternations phonologically are through either epenthesis or syncope. In an epenthesis

analysis, a vowel would be inserted between two consonants when they are word-final. In a
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syncope analysis, a vowel would be deleted between two consonants when they are followed by a
vocalic suffix.

However, the problem of vowel~zero alternations is clarified when we compare the data
in the first column with the data in the second column. The examples in the second column of
data (#1.14a-d) show nouns where the vowel [¢] is present throughout the paradigm in the same
consonantal environment as the examples in the first column. Therefore, the data suggests that
vowel~zero alternations cannot be a consequence of a process of syncope since there is no
obvious way of explaining why deletion would occur in the first column but not in the second.
On the other hand, the examples in the second column of data (#1.14e-g) show nouns where the
vowel there is never a vowel throughout the paradigm in the same consonantal environment as
the alternating vowel in the examples in the first column. Therefore, the data suggests that
vowel~zero alternations cannot be a consequence of a process of epenthesis either since there is
no obvious way of explaining why epenthesis would occur in the first column but not in the

second.

1.5. Overview

The historical facts presented in section 1.3 would suggest that the reason for the
irregularity in vowel~zero alternation patterning are a result of different phonemes. In other
words, words that exhibit vowel~zero alternations are encoded with a different vowel than words
that maintain a vowel throughout their paradigm. Two previous analyses along these lines are
discussed in section 2. However, I intend to show that the vowel~zero alternation phenomena
can for the most part be explained without recourse to positing other vowel phonemes. More
importantly, I will show that there are in fact phonological patterns in vowel~zero alternation

phenomena. These patterns suggest themselves through a thorough examination of Polish data.
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Laskowski (1975) had presented a general overview of the environments in which
vowel~zero alternations do or do not occur. In addition to his data and the data provided as
examples of vowel~zero alternation phenomena by other researchers, I used various dictionaries,
word lists, and personal communication with native speakers to compile my database.® Using
this database, | was able to compare in more detail the patterns found in words that exhibit
vowel~zero alternations with the patterns found in words that do not.”

What follows in this paper is an Optimality Theory analysis of vowel~zero alternation
phenomena that attempts to bring these patterns to the forefront. Where necessary, reference to
the featural representation of segments using the Parallel Structures Model and the feature
specifications outlined in the table in (#1.8) will be made. The body of this paper begins with an
overview of the analyses that have been presented in the past and what my personal stance on
these analyses is. The next few sections move through my analysis of the phenomenon starting
with the problems of syllabification and sonority, and moving on to the effects of derivational
morphology. The paper concludes with an analysis of consonant-vowel interactions particularly

as they pertain to vowel quality in vowel~zero alternations.

%I used three main types of resources that I hope reflect common usage: an orthographic dictionary (Saloni et al.
1994); a dictionary of nominal inflections (Me¢dak 2003); and the online dictionary at ‘pl.wiktionary.org’ which I
hope is indicative of current usage rather than archaic prescriptivisms. For grammaticality judgements from native
speakers, I am indebted to my family members and to my good friend Kamila Pizon.

7'See Appendix A and Appendix B for the result of organizing parts of the data.
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2. REVIEW OF PREVIOUS ANALYSES
2.1.  Synchronic Yers

Recall from the previous section the historical existence of ultra-short vowels called yers
in Proto-Slavic. In the past, linguists took their inspiration from these Proto-Slavic yers in order
to account for synchronic vowel-zero alternations in Polish (in addition to other Slavic
languages). For Polish, synchronic yers, along with rules that govern their vocalization, have
been posited and supported by many linguists at least as early as 1975 (e.g. Laskowski 1975,
Gussmann 1980). One of the most avid proponents of synchronic yers in Slavic languages was
Jerzy Rubach, whose 1984 work Cyclic and Lexical Phonology: The Structure of Polish defined
synchronic yers and outlined the mechanisms involved in their deletion and vocalization in
various environments.

Rubach (1984) cites Gussmann (1980) in defining his yers as high [-tense] “abstract”
vowels, one front and one back, parallel to [+tense] /i/ and /4/, transcribed as /i/ and /#/® (Rubach
1984:28-29). He names these abstract vowels “yers” “for purely mnemonic purposes without
necessarily implying that they should correspond to the yers familiar to students of historical
grammar. In fact, //i// and //#/ often have nothing to do with the ‘true’ historical yers” (Rubach
1984:29). As an example, Rubach cites borrowings such as sweter ‘sweater’ (from English),
which exhibit vowel-zero alternations but which clearly cannot contain historical yers.

According to Rubach (1984), there are two major mechanisms that affect synchronic yers
in nominal paradigms: Yer Lowering (#2.1) and Yer Deletion (#2.2). Yer Lowering takes place
if a yer is followed by another yer in the next syllable. In essence, /i/ or /#/ surface as the vowel

[€] in this context. Yer Deletion, on the other hand, states that yers that are not followed by

¥ Previous reasons for having two underlying types of yers, as opposed to one, will be discussed in more detail in
section 6.1.
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another yer in the following syllable delete. This particularly includes cases where the yer is

word-final, thereby resulting in a closed syllable.

(#2.1) Yer Lowering ity >2¢e/ _ Co {ii

(adapted from Rubach 1984:31 (41a))

(#2.2) Yer Deletion ity >0

(adapted from Rubach 1984:31 (41b))

Supported by these rules, Rubach (1984) posits yers in many common derivational
morphemes and inflectional endings. Therefore, it is often in the context of these suffixes that
Yer Lowering takes place. For example, Rubach analyzes the phonetically null nominative
singular ending of masculine nouns and genitive plural ending of feminine and neuter nouns is

underlyingly /-#/. This explains the presence of alternating [¢] in words such as those in (#2.3)

below:

(#2.3) Masculine:  pies ‘dog, nom.sg.’ /pist+i/ > [pies]
Feminine: owiec ‘sheep, gen.pl.’ /ovits+i/ > [ovigts]
Neuter: zrodel ‘spring, gen.pl.’ /zrudiw—+i/ > [zrudew]

(from Rubach 1984:31)

Following the rules of Yer Lowering and Yer Deletion above, yers will never surface
phonetically in their underlying shape. This idea is further supported by the following data,
which in turn provide evidence of the existence of yers that is independent of the [e]~zero
alternation phenomenon in nouns. Rubach (1984) cites Gussmann (1980:38) in pointing out that

yers, as high lax abstract vowels, can be tensed in the middle of a derivation such as when they
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are followed by the Derived Imperfective morpheme [—aj]. Therefore, in Derived Imperfective
Yer Tensing, //i// > [i] and //i// = [i] in the context of the suffix [-aj], as the rule in (#2.4) below

shows:

(#2.4) D.I. Tensing [+syll, +thigh, -tense] = [+tense] /  Co aj]p..

(from Rubach 1984:29 (44))

(#2.5) zamek /zamik+i/ > [zamek] ‘lock, nom. sg.’
zamki /zamik+i/ > [zamki] ‘lock, nom. pl.’
zamykaj /zamik+aj/ > [zamikaj] ‘close, 2.sg.imperative imperfect’
zamknij /zamik-+nij/ > [zamknij] ‘close, 2.sg.imperative perfect’

As (#2.5) above shows, the noun and verb share the same root and exhibit vowel~zero
alternations in the same location, with the only difference being the quality of the vowel. While
this might form a strong argument for an underlying yer in the root along with varying rules of its
vocalization in order to account for the differences, I am not convinced by this analysis. My
main concern with Rubach’s analysis is its reliance on arbitrary rules and lexical encoding. For
example, what is the phonetic/phonological motivation for yers (or any vowels) to either lower or
tense in their respective environments?® There is no independent reason why a yer should cause
a preceding yer to lower to [€]; and even if we were to accept this phonological rule, there is still
the question of why any particular morpheme would cause a preceding yer to tense. The question
of independent motivation for the phenomenon is one that is central to the analysis presented in

this paper, and will be touched on in more detail in section 2.3. There, I will also discuss the

? This paper focuses on nouns only, and therefore I will not be discussing the vowel~zero alternation in verbs.
However, it is my suspicion that these cases can be analyzed in a way similar to the analysis of vowel~zero
alternations in nouns presented in this paper. See the conclusion for a brief discussion. See also section 6.2 for
phonological motivation of [€] in vowel~zero alternations.
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phonological patterns that are apparent in the data, but which Rubach’s (1984) analysis fails to

account for because, for Rubach, yers are arbitrarily encoded.

2.2.  Government Phonology and Melody Association

Although, as can be seen above, Rubach (1984) drew heavily from Gussmann’s 1980
work and theory of abstract vowels as a basis for his analysis of Polish vowel~zero alternations,
Gussmann recently reinterpreted yers as floating vowels within the framework of Government
Phonology where all consonant clusters are broken up by empty nuclei, resulting in universal CV
syllables. Gussmann (2007) uses a mechanism of melody association to account for the presence
or absence of vocalization of his floating vowels. His rule of Melody Association is reproduced
in (#2.6) below:
(#2.6) Melody Association:

Attach floating [€] to the nucleus when the following nucleus has no melody attached to

1t.

(from Gussmann 2007:191)

In cases where the following nucleus does have a melody attached to it, a floating [¢] does
not attach to its nucleus. “An unassociated melody is not pronouncable and can be regarded as
eliminated or invisible to the phonology” (Gussmann 2007:192). Therefore, as the following
examples show, in cases where the following nucleus is empty due to a zero inflectional ending,
the floating vowel will be vocalized (#2.7). However, when the following nucleus has a melody
attached to it, such as in the case of a vocalic inflectional suffix, the floating vowel will not

surface (#2.8).
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(#2.7) dech ‘breath, nom. sg.’

O N O N O N O N
| | | | | | | l
X X X X > X X X X
| | | | |

d IS b4 d IS b4

(#2.8) tchu ‘breath, gen. sg.” '’

@) N @) N @) N @) N
| | | | | | | |
x x x x > x x x x
| | | | | |
d e b 4 u t e b 4 u

(from Gussmann 2007:192)

As is evident from the above example, Gussmann (2007) believes that the masculine
nominative singular, and the feminine and neuter genitive plural cases are inflected with a zero
suffix in the shape of an empty nucleus. In other words, both Gussmann and Rubach believe that
there is a nucleus following the final consonant in words that exhibit vowel~zero alternations;
however, while Gussmann believes that there is no melody attached to this nucleus, Rubach
believes it is filled by a yer. Gussmann points out that “the pattern of alternations holds not just
for different inflectional cases of nominals but also for derivationally related forms” (Gussmann
2007:192). Therefore, if an alternating vowel surfaces in a nominal stem when there is a
derivational suffix attached to it, it is because there is an empty nucleus between (for example)
the final consonant of the stem and the first consonant of the suffix. In this way, the mechanism
of Melody Association always holds true.

In cases of several floating vowels in a row, as in examples (#2.9) and (#2.10) below, a

simple algorithm for Melody Association is used. Namely, “attach the floating melody unless the

' Note that the change in voicing in the initial consonant is due to a regular rule of regressive devoicing in Polish.
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next nucleus contains an attached melody; all melodies meeting the condition are identified in

representations such as the ones above and the linking is carried out simultaneously” (Gussmann

2007:199).

(#2.9) piesek ‘dog, dim.nom.sg.’

@) N @) N @) N
| | | | | |
x x x + x x + x

| | |

p3 g S e k %)

‘dog’ ‘diminutive’ ‘masc.nom.sg.’
@) N @) N @) N
| | | | | |

> x x x x x x
| | | | |
p3 g S e k

(#2.10)pieski ‘dog, dim.nom.pl.’

O N @) N @) N
| | | | | |
x x x + x x + x
| | | |
P13 e S e k i
‘dog’ ‘diminutive’ ‘masc.nom.pl.’

@) N @) N @) N
| | | | | |
> x x x x x x
| | | | |
p3 g S e k i

(from Gussmann 2007:198)

However, Gussmann’s (2008) analysis, although better at providing independent
motivation for vowel~zero alternations than Rubach’s (1984) analysis, nevertheless does not
reflect the full extent of the phonological patterns that emerge from a detailed examination of the

Polish data. It is the explanation of these patterns that sets my analysis apart from those
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presented in the past. I now turn to why an analysis that takes these patterns into consideration is

more optimal than one that does not, and to a brief examination of one of these patterns.

2.3. Empirical Adequacy

I take my definition of an optimal analysis from Mellander (2000), who analyzed
vowel~zero alternations in Czech and Slovak, two West Slavic languages closely related to
Polish. In his discussion of previous analyses regarding vowel~zero alternations in Slavic
languages, Mellander writes:

Since a deletion/vocalization mechanism can account for any observed vowel-zero

alternation provided that an underlying yer is assumed, standard analyses ... have relied

exclusively on this mechanism to account for all vowel-zero alternations, and

consequently have assumed the presence of underlying yers in all contexts where vowel-

zero alternations occur.

(Mellander 2000:214)

Mellander explains the reason for the optimality of this account by examining the various
possible analyses of vowel~zero alternations in relation to linguistic constraints. Diagram
(#2.11) below shows three possible analyses, while table (#2.12) shows how these analyses may
be evaluated to determine the optimal one. Analysis I relies solely on an epenthesis rule, and
does not encode any instances of vowel~zero alternation in the lexicon. However, as has been
already shown in the introduction to this paper, pure epenthesis is unable to account for all of the
vowel~zero alternation data. Therefore, Analysis I is empirically inadequate and is therefore
ruled out by the EMPIRICALLY ADEQUATE constraint. Analysis III, on the other hand, relies solely
on a deletion/vocalization mechanism, and therefore must encode every instance of vowel~zero

alternation in the lexicon. This is in contrast with Analysis II, which relies on both a

deletion/vocalization mechanism and epenthesis in order to account for the data, but which
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requires fewer instances of vowel~zero alternations to be explicitly encoded in the lexicon.

However, Mellander points out that it is often deemed more important to maintain a simple

grammar than it is to maintain a simple lexicon. It is for this reason that Analysis III is chosen as

optimal.
(#2.11) Possible analyses of vowel~zero alternations
Grammar Lexicon
Analysis I: EPENTHESIS
. DEL/VOC
Anal II:
nalysis EPENTHESIS
Analysis II:
(from Mellander 2000:215 (5))
(#2.12)
Alternation Facts EMPIRICALLY *COMPLEX *COMPLEX
ADEQUATE GRAMMAR LEXICON
L. *1 *
II. k| *
& I11. * o

(from Mellander 2000:215 (6))

However, further examination of the Czech and Slovak data reveals a complete absence

of final consonant clusters with rising sonority. The distribution facts are also supported by

evidence from borrowed words, where yers did (#2.13) (in cases of rising sonority) or did not

(#2.14) (in cases of flat or falling sonority) develop.
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(#2.13) Loanwords in Slovak with alternating vowels

sveter ‘sweater’
motocykel ‘motorcycle’
semester ‘semester’
september ‘September’

(from Mellander 2000:216 (8))

(#2.14) Loanwords in Slovak with no alternating vowels

park *parek ‘park’
film *filem “film’
koncept *koncepet ‘concept’
august *auguset ‘August’

(from Mellander 2000:216 (9))

(#2.15)Loanwords in Polish with alternating vowels

sweter ‘sweater, Nom. Sg.’
cyrkiel ‘drafting compass, Nom. Sg.” (from ‘circle’)
perel ‘pearl, Gen. P1.’

Similar sonority factors may be observed in Polish data as well (#2.15), which recall the
question of empirical adequacy.'' Positing underlying abstract vowels in the lexicon (as either
yers or floating vowels) allows for vowel~zero alternations to occur anywhere. However,
because there are patterns in the environments in which vowel~zero alternations do or do not
occur, this approach is less satisfactory than one based on rules or constraints in the grammar.
The lexicon can only list things; to deal with patterns, we need rules or constraints.

More specifically, Mellander explains that “Without a synchronic epenthesis rule ...
Analysis III is empirically inadequate; it can account neither for the distributional facts of final

consonant clusters, nor for the development of alternating vowels in loanwords in Slovak”

"' See section 4.1 and Appendix A for a more detailed discussion of the sonority factors.
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(Mellander 2000:216). Therefore, according to Mellander, in order to be empirically adequate,

the optimal analysis must make use of both epenthesis and the deletion/vocalisation mechanism.

(#2.16) Standard analysis of vowel~zero alternations and sonority facts

Analysis [V:

Lexicon

(from Mellander 2000:217 (11))

(#2.17)
Alternation & EMPIRICALLY *COMPLEX *COMPLEX
Sonority Facts ADEQUATE GRAMMAR LEXICON
L *1 i
I11. *1 i i

(from Mellander 2000:217 (12))

In table (#2.17) above, the Empirically Adequate constraint can be violated for two

different reasons: Analysis I is observationally inadequate by failing to get the right surface

forms; while Analysis III is inadequate in that it misses generalizations about where alternations

occur. Finally, when given the choice between Analysis Il and Analysis IV (described in #2.16),

Analysis II will be deemed optimal due to its simpler lexicon. I therefore turn to an Optimality

Theory analysis that avoids the use of abstract vowels in order to account for the vowel~zero

alternation phenomenon in Polish nouns.
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3. NON-SYLLABIC ROOTS
3.1. Optimality Theory and Syllabification

Both Mellander (2000:222) and Laskowski (1975:29) point out asyllabic roots as the most
straightforward environment where underlying yers may be deemed unnecessary. Taking my cue
from Mellander and Laskowski, I define asyllabic roots in Polish as those that do not have a
constant vowel. In other words, asyllabic roots may have only one vowel, and that vowel
alternates with zero. Therefore, this assumes that some of the examples of vowel~zero
alternation presented in the introduction will not have any underlying vowel, whereas their non-

alternating counterparts will, as in (#3.1) below:

#3.1) (a) lew ‘lion’ v/ = [lev] (b)  zlew ‘sink>  /zlev/ = [zlev]
len ‘flax’ /In/ = [len] teren ‘terrain’ /teren/ > [teren]
pies ‘dog’ /pis/ = [pies] bies ‘devil’  /bies/ = [bies]

As asyllabic roots, words such as those in (#3.1a) above need an epenthetic vowel in
order to be syllabified. In Optimality Theory, this is a result of the interaction of DEP (#3.2) and

constraints on syllable structure (#3.3).

#3.2) DEP = Every segment of the output has a correspondent in the input. ‘>
Ty seg p p p
(i.e. prohibits epenthesis.)

(#3.3) NUCLEUS" = every word must have at least one syllable, and every syllable must have a
vocalic nucleus.

(#3.4) NUCLEUS >> DEP

2 More specifically, this constraint is the DEP-IO constraint in McCarthy & Prince 1995.
"> The NUCLEUS constraint above is in fact used as shorthand for three separate but related constraints:
(1) Every phonological word must contain at least one syllable.
(2) The NuC constraint, which states that syllables must have nuclei (Prince & Smolensky 1993:96).
And finally and crucially for this paper:
(3) The *P/C constraint, which states that C may not associate to Peak (NUC) nodes. In other words,
consonants may not be nuclei. (Prince & Smolensky 1993:96).
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When NUCLEUS is ranked above DEP, as in (#3.4) above, it results in an epenthetic vowel
in the environment of an asyllabic root with a zero affix, as shown in Table 1 below, as opposed

to complete faithfulness of the output to the input.

Table 1: /lv+@/ = [lev] = ‘lion, Nom. Sg.’

Iv+@/ NUCLEUS DEP

Iv *|

& lev &

On the other hand, as Table 2 below illustrates, when an asyllabic root is inflected with a

vocalic morpheme, the NUCLEUS constraint is not violated, and epenthesis is ruled out by DEP.

Table 2: /lv+i/ = [lvi] = ‘lion, Nom. PI.’

/Iv+i/ NUCLEUS DEP

& Ivi

levi *|

3.2. Regular Epenthetic Vowel Placement

However, the NUCLEUS constraint alone cannot account for the location of the epenthetic
vowel within an asyllabic root. As in the example of lew ‘lion’ in the previous section, to ensure
that the epenthetic vowel appears between the two consonants of the root, we need further
constraints to eliminate the surfacing of an epenthetic vowel at the two root edges. The
constraints ALIGNR (#3.5) and *COMPLEXCODA (#3.6) ensure that the epenthetic vowel does not

surface at the end or at the beginning of the asyllabic root.

(#3.5) ALIGN-R = the right edge of the input must coincide with the right edge of the output

(#3.6) *CoMPLEXCODA = one violation per every segment in a coda beyond one (i.e. codas are
allowed to consist of at most one segment)
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As Table 3 below illustrates, these two constraints prefer the candidate in which the

epenthetic vowel is between the two consonants of the bi-consonantal asyllabic root.

Table 3: /lv+@/ = [lev] = ‘lion, Nom. Sg.’

/Iv+Q/ NUCLEUS DEP : *COMPLEXCODA  ALIGN-R
Iv *|

& lev .
elv * ] ,
lve * 5 Dk

These same two constraints can be used to determine epenthetic vowel placement in tri-
consonantal asyllabic roots. Recall that *COMPLEXCODA is violated when there is more than one
consonant in a coda. Therefore, when an asyllabic root is made up of three consonants, the
optimal place for vowel insertion would be between the last two consonants. This is illustrated in
Tables 4 and 5 below. Particularly note that in Table 4, there are no factors other than
*COMPLEXCODA that could explain the position of the epenthetic vowel; for example, in terms of
sonority, [kr] (in words such as [krev] ‘blood, Nom. Sg.” below) and [rv] (in words such as

[tserv] ‘redness, Nom. Sg.”) are perfectly well formed onsets and codas respectively.

Table 4: /krv+@/ = [krev] = ‘blood, Nom. Sg.’

/krv+@/ NUCLEUS DEP 1 *COMPLEXCODA + ALIGN-R
krv *|
il krev |
kerv * L) !
krve * i il
kerev *k| 5 :
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Table 5: /mgiw+@/ = [mgiew] = ‘fog, Gen. P1.’

/mgiw+Q/ NUCLEUS DEp i *COMPLEXCODA i ALIGN-R
mgw *1 : ;

& mgiew |
megw * L ¥
mgwe * el
megiew *x ' '

What is interesting about the example in Table 5 is that it recalls the issue of historical
versus synchronic accounts. Gussmann (2007:184) points out that the alternant mgie/ [mgiew]
‘gen. pl’ for the word mgta [mgwa] ‘mist, fog’ suggests the presence of a yer between the last
two consonants. However, the historical fact is that a yer was present between the first two
consonants of the root, as in Old Slavic migla (Gussmann 2007:184). I believe that this example
also proves that the synchronic process of vowel~zero alternations must be different from the
mechanisms which governed Proto-Slavic yers. Contemporary Polish relies more on constraints
on syllable structure (such as *COMPLEXCODA) rather than where the yer was historically. Thus

yers in contemporary Polish have predictable placement.'*

3.3.  OCP and Epenthetic Vowel Placement

Although, as the previous section stated, the epenthetic vowel in asyllabic roots will most
often occur between the final two consonants, there are some exceptions to this rule. In my
examination of the data on vowel~zero alternations, I have found only two words out of the large
collection of asyllabic roots which do not exhibit epenthesis between the final two consonants.
These are czes¢ [tseete] ‘honour, Nom. Sg.” and chrzest [xgsest] ‘baptism, Nom. Sg.”. Their

phonetic transcriptions show that the epenthetic vowel occurs between [ts] and [¢] in the case of

'* Note that *COMPLEXCODA is sometimes violated. Polish does allow words of the form CVCC, for example [tserv]
‘redness, Nom. Sg.” However, coda clusters occur only in cases where the vowel is underlying, rather than in
asyllabic words exhibiting vowel~zero alternations. This in turn tells us that DEP >> *COMPLEXCODA.
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‘honour’ and between [s] and [s] in the case of ‘baptism’. Irregular epenthetic vowel placement
in asyllabic roots is found to occur before a C-Place [coronal] fricative that differs from the
preceding consonant by also being specified for another place of articulation. A section of the
feature chart from the introduction is reproduced below in order to illustrate the featural

differences between C-Place [coronal] consonants.

(#3.7) Features of coronal consonants

Manner Segment | C-Place V-Place C-Manner | V-Manner
Description [cor] | [dor] | [lab] | [cor] | [lab] | [c]] | [op] | [cl] | [op]
Stops /p/ v v

/pl/ v v v

i v v

/te/ v v v

/ts/ v v v

/ts/ v v

/k/ v
Fricatives /]l v v

/fi/ v v v

/s/ v v

e/ v v v

/s/ v v v

/x/ v

Note that it is necessary to specify the pattern as occurring before a fricative as opposed to
any coronal consonant because, as will be shown later in the paper, consonant sequences of [st]
and [tste] are acceptable. It is safe to make this generalization because coronal consonant-
fricative sequences of differing secondary place of articulation are not attested anywhere in the
Polish language.'> Note also that the velar consonants do not take part in this process since they
are not specified for any place of articulation, while the palatal labials seldom take part in this

process because they often neutralize to plain labials in clusters.

¥ See Bargietowna 1950 cited in Jarmasz 2008:27-29,84-86 for a list of attested and non-attested consonant
sequences.
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(#3.8) Assimilation of coronal consonants across morpheme boundaries

zszarzeé /sts/arzed > [ss]arze ‘become grey’
ssie /stele = [ee]e ‘suck (3sg)’
juz zimno ju/ztz/imno - ju[zz]imno ‘already cold’
bogatsi boga/t+e/i - boga[tec]i ‘richer (pl)’
nad ziemig ~ na/d+z/emiag -> na[dzz]|emia ‘over the earth’

(Patkaniowska & Coleman 1944:50-51 and Dyszak 1997:151-152 cited in Jarmasz 2008:26-27)

Furthermore, Jarmasz (2008) cites several sources that list patterns of optional regressive
assimilation across word and/or morpheme boundaries that involve coronal consonants (#3.8). 1
therefore posit an OCP constraint (#3.9) to eliminate any candidate that exhibits such consonant
sequences. This will rule out independent feature geometries such as those in (#3.10) in
preference for shared features such as those in (#3.11).

(#3.9) OCP-CoRONAL = C-Place [coronal] fricatives cannot follow another C-Place [coronal]
consonant specified for additional places of articulation

(#3.10) Unacceptable coronal sequence

(a) (b)
*[s] [s] *[s] (5]

I I | |
V-Place V-Place V-Place V-Place

| | |
[dor] [dor] [cor]
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(#3.11) Acceptable coronal sequence
(a) (b)
[s] [s] [s] [s]

\ / \ /
V-Place V-Place

[d;r]

Furthermore, the data shows that the OCP-CORONAL constraint is satisfied through the
placement of the epenthetic vowel, as opposed to assimilation or dissimilation of one coronal
fricative to the other, or the deletion of one of the coronal fricatives. Therefore, two more
constraints are involved with this phenomenon and must be ranked accordingly. The MAX
constraint (#3.12) will eliminate any instance of deletion, whereas the IDENT (#3.13) constraint
will eliminate any instance of assimilation or dissimilation.

(#3.12) MAX = one violation per every segment present in the input that is not present in the
output

(#3.13)IDENT = every segment in the output must be identical to its corresponding segment in the
input

(#3.14) OCP-CORONAL, IDENT, MAX >> *COMPLEXCODA

All three constraints introduced in this section, OCP-CORONAL, IDENT, and MAX, must be
ranked above *COMPLEXCODA to ensure that the epenthetic vowel surfaces between the two
coronal fricatives. Furthermore, there is evidence that the DEP constraint must be ranked above
*COMPLEXCODA in order to eliminate candidates with more than one epenthetic vowel. All this

is illustrated in Tables 6 and 7 below.
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Table 6: /tsete+@/ = [tseete] = ‘honour, Nom. Sg.’

/tsete+Q/ NUCLEUS | OCP-CORONAL | IDENT ' MAX *COMPLEXCODA

tsete *1

tseete ¥

& tgecte

tssete L)

tsete i i ¥
tseeete

Table 7: /xzst+0@/ = [xzgest] = ‘baptism, Nom. Sg.’

/xzst+0/ NUCLEUS | OCP-CORONAL | IDENT | MAX *COMPLEXCODA

xZst *1

xzset ¥

& XZgst

xezst L ¥

xzgset i Do)

p A ¥

Xxzgset

However, when these roots are made syllabic through a vocalic suffix, the OCP-CORONAL
constraint is satisfied through deletion. We therefore get forms such as the following, where the
first of the two coronal fricatives is retained while the second deletes.

(#3.15) /tseteti/ > [tstei] ‘honour, Gen. Sg.’

/xzst+u/ - [xztu] ‘baptism, Gen. Sg.’

An explanation for this phenomenon may be found if we consider the implications of an
epenthetic segment in these forms. If the form of ‘honour, Gen. Sg.” were *[tsectei] and the form
of ‘baptism, Gen. Sg.” were *[xzgstu], then, following the rules of regular penultimate stress in

Polish, the main stress would fall on the epenthetic vowel in both cases. However, many

languages conspire against stressing (and footing) epenthetic segments (Alderete 2000). Alderete

' While I am unsure what determines that the second consonant, as opposed to the first, should delete in these cases,
the pattern still remains.
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1995 (cited in Alderete 2000) posits a HEAD-DEPENDENCE constraint (#3.16) to account for these
phenomena in various languages.
(#3.16) HEAD-DEPENDENCE = one violation per every stressed segment in the output that is not
present in the input
According to Aldrerete (2000), there are two main ways of ranking the HEAD-DEP
constraint with respect to stress constraints (such as RHTYPE and FTALIGN). In (#3.17a) the
HEAD-DEP constraint is ranked above stress constraints, which results in metrical inactivity of
epenthesis. In other words, the epenthetic vowel is either not footed, or if it is footed it is not
assigned stress. This may then result in stress occurring in a position other than what a
language’s regular stress constraints would predict. In (#3.17b), on the other hand, the HEAD-
DEP constraint is ranked below stress constraints, which results in metrical activity of epenthesis.
In other words, it allows epenthetic segments to be stressed and footed, resulting in completely

regular stress.

#3.17)(a) HEAD-DEP >> STRESS = metrical inactivity of epenthesis
(b) STRESS >> HEAD-DEP = metrical activity of epenthesis

(adapted from Alderete 2000:10)

However, Alderete (2000) does not mention a third possibility that follows from the
interaction of HEAD-DEP and stress constraints. When epenthesis occurs in a main-stress
position, both HEAD-DEP and stress constraints are violated. When neither of these violations is
fatal, it is consequently possible for other lower-ranked constraints to determine the optimal

candidate.
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The ranking of these constraints is of course only crucial when there is a constraint that
may be satisfied through a candidate with an epenthetic vowel. So far in the case of Polish, this
constraint is OCP-CORONAL. Crucially, if HEAD-DEP and stress constraints are ranked above

MAX (#3.18), then deletion is a possible means of satisfying the OCP constraint.

(#3.18) OCP-CORONAL, IDENT, HEAD-DEP, PENULTSTRESS >> MAX

Note that the constraint ranking above makes use of PENULTSTRESS, defined in (#3.19)
below. In reality, PENULTSTRESS is shorthand for the set of constraints that generate regular
penultimate stress in Polish (particularly ALIGN(PW,R,Ft,R), which aligns the right edge of a foot
with the right edge of a word; and FT-FORM(Trochaic), which stressed the first of two syllables in
a foot)."”

(#3.19) PENULTSTRESS = main stress must be on the penultimate syllable, if the word is not
monosyllabic

Furthermore, OCP-CORONAL and IDENT must also be ranked above MAX in order to
eliminate the faithful and assimilation candidates (#3.18). When HEAD-DEP and PENULTSTRESS
eliminate candidates with stress on an epenthetic segment and candidates with stress on the

ultimate syllable, the optimal candidate is one with a deleted consonant. This all is illustrated in

Tables & and 9 below.

' See Idsardi 1994 for a discussion about Polish stress and Optimality Theory constraints.



33

Table 8: /tgete+i/ = [tstei] = ‘honour, Gen. Sg.”

/tsete+i/ NUCLEUS : OCP- ' IDENT : PENULTSTRESS : HEAD- | MAX | DEP
- CORONAL - DEP
'tsetei ! '
tse. 'etei i ! P .
'tse.ctei : : : P ¥
'tsstel x| : '
& 'tstei ! !

Table 9: /xzsttu/ = [x7tu] = ‘baptism, Gen. Sg.’

/xzst+u/ NUCLEUS : OCP- ' IDENT : PENULTSTRESS @ HEAD- | MAX | DEP
- CORONAL - DEP
'xzstu ¥ '
xZg.'stu : : L *)
'XZg.stu i | | k)
‘XZstu k) ' '

& 'Xztu
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4. SONORITY HIERARCHY
4.1. Evidence of the Sonority Hierarchy

As the previous section showed, epenthesis can easily account for vowel~zero
alternations in asyllabic roots. However, the question still remains of what drives epenthesis in
roots that already have at least one vowel underlyingly. Recall from section 2.3 that Mellander
(2000), in his analysis of Czech and Slovak, pointed out that the distribution of vowel-zero
alternations and final consonant clusters coincides with sonority factors. In this section I set out
to find out if similar sonority factors are at play in Polish.

Drawing on Laskowski (1975), who provides a description of the types of environments
in which vowel~zero alternations occur, I compared consonant sequences that exhibit vowel~zero
alternations with those that do not. Through this, I expanded Laskowski’s observations and
categories to include more detailed nuances I found within my own data.'® The results of this

task allowed me to devise a sonority hierarchy for Polish codas."

(#4.1) Sonority Hierarchy for Polish Codas

Highest
A

w
n
r
J

e,z

te, dz

1

n

mi, fl, vi, pi, bl

m

v X58,7%5s82fv,kgtdtsp,b
Lowest

'8 Refer to Appendix A for a detailed comparison of possible consonant sequences.
' Note that I can only claim this hierarchy to be true for codas because Polish appears to be much more lenient with
respect to the consonant clusters that comprise well formed onsets.



35

The process of devising the hierarchy proceeded through several stages. First, the data
was sorted into categories dependent on the final consonant in the cluster. Next, each category
was further subcategorized by the second last consonant in the cluster. Finally, for each category,
a boundary was determined that would divide the subcategories that consistently exhibit
vowel~zero alternations from the subcategories that consistently do not. At this point it was
important to also consider and eliminate data with consonant sequences that could be a result of
other factors.*® In the end, each final consonant category was given a ranking depending on
where the boundary occurred. The assumption then follows that consistent vowel~zero
alternations between a sequence of consonants were evidence that the second consonant was
more sonorous than the first.

It is possible to call this ranking a sonority hierarchy because it does in fact follow some
generally accepted sonority trends. Namely, more phonetically sonorous segments such as the
semi-vowel [w] and the nasal [n] are ranked high on the hierarchy, whereas less phonetically
sonorous segments such as plain stops and fricatives are ranked low on the hierarchy.
Furthermore, it has been noted (Steriade 1982)*' that the sonority hierarchy may differ across
languages, so it is not so surprising to find a few deviations in Polish. The main place where the
Polish sonority hierarchy in (#4.1) diverges from the accepted phonetic hierarchy is with respect
to palatal segments. It appears that Polish consonants divide into three main groups of falling
sonority: sonorants, palatals, and obstruents. The sonority hierarchy for Polish codas is

reproduced below, this time with the relevant features of each segment noted.

20 See section 5 for a discussion about these cases.
*! See in particular Steriade 1982 chapter I section 3.4.
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sonorants
(C-place unspecified
& non-palatal)

palatal segments
(V-place [coronal])

palatalized
labials

labial nasal

plain fricatives
and stops

The specific features of each of the segments in the hierarchy can shed further light on the

structure of the hierarchy as a whole. Note that there is a progression in the types of place

features considered more sonorous than others. Therefore, although there are some parallels

between the Polish hierarchy and phonetic hierarchies, it makes more sense to think of this

hierarchy as a more abstract or formal kind of sonority rather than a purely (acoustic) phonetic

22
one.

As a final note, [ would like to discuss the status of the class of palatal segments. There

are a couple of things to point out. First, palatalized labials are crucially more sonorous than

* See Rice 1992 for a discussion about sonority and formal hierarchies.
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plain labials, but also crucially less sonorous than prepalatals.” Featurally, they are also
different from both groups because they have an additional (high-sonority) coronal feature unlike
their plain counterparts. However, this coronal feature occurs under the (low-sonority) C-Place
node, unlike the prepalatal consonants, which have features under the (high-sonority) V-Place
node. Second, it may seem strange to have [I] pattern with the palatal consonants in the hierarchy
as opposed to with the sonorants. However, it is not so strange if we consider the role of [1] as
the palatal counterpart to [w]. Historically, [w] developed from ‘dark’ [t], which makes its
relationship to [1] more clear. In modern Polish [w] and [1] still function together in many
phonological phenomena, particularly as a plain/palatal pair in palatalizing environments
(compare the [s]/[¢e] pair in #4.3a to the [w]/[1] pair in #4.3b). This is also the reason why in the
feature geometry adopted in this paper, [1] differs from [w] only by having an additional V-Place

[coronal] feature.

(#4.3) Palatalization preceding locative [-¢]

(a) czas-0 [tsas] ‘time, Nom. Sg.’
czasi-e [tsaee] ‘time, Loc. Sg.’

(b)  dzial-O [dzaw] ‘division, Nom. Sg.’
dzial-e [dzale] ‘division, Loc. Sg.’

4.2.  Optimality Theory and Sonority Hierarchy
Accounting for sonority factors in Optimality Theory turns out to be a simple process if
we assume that there is a single constraint (#4.4) that is violated when the sonority hierarchy is

violated.

(#4.4) CODASONORITY = segments must not increase in sonority away from the nucleus

 See also section 6.1 for a discussion on the status of palatalized segments as separate phonemes.
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(#4.5) CODASONORITY, MAX >> DEP, *COMPLEXCODA, ALIGN-R

When CODASONORITY is ranked above DEP, it permits epenthesis to take place in coda
segment sequences of rising sonority. Furthermore, MAX , *COMPLEXCODA, and ALIGN-R
eliminate candidates that attempt to resolve the sonority hierarchy issue through deletion,
epenthesis between the first two segments of a tri-consonant cluster, or epenthesis at the word

edge, respectively. The interaction of the constraints is illustrated in the following tables:

Table 10: /eflatw+Q/ = [eflatew] = ‘light, Gen. P1.”

/ePatw+0)/ CODASONORITY : MAX | DEP | * COMPLEXCODA . ALIGN-R
cflatw *1

& cfia.tew | |
cfla.twe i * i L ¥
cflaw L)

3

Table 11: /marxvi+@/ = [marxev] = ‘carrot, Nom. Sg.”**

/marxvi+@/ CODASONORITY | MAX |DEP | * COMPLEXCODA | ALIGN-R
marxv *1

& mar.Xev !
ma.rexv | *! i Pk E
mar.xvie * k|

On the other hand, when the same consonant sequences are not in a coda, epenthesis does
not take place, as the following tables illustrate. Note that HEAD-DEP is the constraint that is
fatally violated in these examples. This is consistent with the idea that epenthetic vowels should
not be stressed in Polish. Due to the prominence of penultimate stress, epenthesis into the

penultimate syllable, as may be the case with these consonant clusters, is banned. Nonetheless,

* Note that for marchew, the *COMPLEXCODA constraint is not crucial because the sonority violation occurs
between the final two consonants of a tri-consonant cluster. However, in a word like /istew, presumably the [stw]
cluster is of equal sonority, according to the previously established hierarchy. Note also that although [vi] is
neutralized to [v] at the end of the word, it still remains [v/] for purposes of Sonority.




39

even if the HEAD-DEP constraint were irrelevant, the DEP constraint would eliminate candidates

with epenthetic vowels since the SONORITY constraint no longer motivates epenthesis.

Table 12: /eflatw+o/ = [eflatwo] = ‘light, Nom. Sg.’

/eflatw+o/ HEAD-DEP | CODASONORITY ! MAX | DEP | * COMPLEXCODA ! ALIGN-R

& cfiatwo

cfiatewo | *! I S S R

Table 13: /marxvi+i/ = [marxv'i] = ‘carrot, Gen. Sg.’

/marxvii/ HEAD-DEP | CODASONORITY | MAX | DEP | * COMPLEXCODA | ALIGN-R

& mar.xvi

mar.xe.vi | *!
ma.re.xvi | *!

4.3.  The Phonology of [r]

At this point it is necessary to address one glaring omission in the data in Appendix A:
consonant clusters ending in [r]. This is due to the fact that the data involving [r] is the most
complicated out of all the environments. As far as I can tell, there is no way of distinguishing
words that exhibit vowel~zero alternations from words that do not, when confronted with a Cr
cluster.> 1 therefore believe that the solution to this problem can only lie in the existence of an
additional phoneme.

First, this additional phoneme may be due to the existence of two separate [r]s. Consider
the observation (found in Jarmasz 2008:47) that the palatalised counterpart to the velar [x] is the
coronal [g]. Similarly, when a stem ends with [r], in all contexts where other consonants undergo
palatalization, the [r] changes to [z]. For example, the word [gra] ‘game, Nom. Sg.” has [r] when
the following segment is the feminine suffix [a], but it becomes [gzg] with the [r] being replaced

by [z] when the following segment is the (palatalising) locative singular suffix [e]. These

»* See Appendix B for some data.
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alternations reflect the historical development from *[ri] through a trilled fricative [1] to [z]. If
we assume that relationship of /s/ to /x/ is the same as /z/ to /r/, and if the phonological
representation of the voiced and voiceless retroflex fricatives /s/ and /z/ are the same, then it
follows that /x/ and /1/ also share the same phonological representation. Therefore, if /1/ is the
voiced counterpart to /x/, then it follows that in terms of phonological features Polish /1/ is more
like the voiced velar fricative /y/.

Although it may be surprising to find a coronal liquid patterning with velars, as Jarmasz
said, “The phonetic characteristics of segments have long determined the natural classes of
coronals assumed, in spite of non-negligible phonological evidence pointing to another
configuration” (Jarmasz 2008: 62). This statement also holds true for the discussion regarding
[w] and [1] in subsection 4.1 above. Since Polish does not have a voiced velar fricative, it is
possible for [r] to be the functional voiced counterpart to [X].

Therefore, if we consider [r] to be a voiced velar fricative, then we would not expect it to
trigger epenthesis in Cr clusters because phonologically it would have one of the lowest sonority
rankings in the hierarchy. On the other hand, if we consider [r] to be a liquid, then we would
expect it to trigger epenthesis in Cr clusters because as a phonologically highly sonorant
segment, most clusters that end in it would violate the sonority hierarchy. It follows then that if
we posit two /1/s, one obstruent /r;/ (or /y/) and one sonorant /r,/ (or /t/), then the Cr clusters
which surprisingly do not exhibit vowel~zero alternations must end in /r;/, while those that do
must end in /ra/.

However, the problem with the above account is that there is no outside evidence for [r]
patterning in two different ways elsewhere. Therefore, the validity of this account is
questionable. The second account, on the other hand, returns to the question of yers. Recall that

at the end of section 2 it was not the fact that yers were used to account for vowel~zero
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alternations that was the problem. The problem lay in the fact that yers were used to account for
vowel~zero alternations in all cases, at the expense of ignoring other patterns. Mellander (2000)
admitted that a deletion/vocalization mechanism for yers may be necessary in certain cases. The
question of Cr clusters may therefore be just one of those cases where yers must be employed to

account for the vowel~zero alternations.®

%% See also Appendix A, where other examples of contexts where yers may have to be encoded are noted. Note
particularly Cv sequences.
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5. EXCEPTIONS TO SONORITY-BASED EPENTHESIS

Although the sonority hierarchy discussed in the previous section can account for many
instances of vowel~zero alternations, there are certain exceptions. It is these exceptions that are
often the counterexamples to straightforward deletion or epenthesis accounts, and form the basis
of argument for abstract vowels in Polish. I have been able to divide these exceptions into three

groups, and I turn to a discussion of each of them in the following sub-sections.

5.1. Native vs. Borrowed Vocabulary

In comparing roots which have the same final consonant cluster, one of the most glaring
discrepancies between the group of words that exhibit vowel~zero alternations and those that do
not is that the group of words that do not exhibit vowel~zero alternations appears to be entirely
made up of foreign borrowings. Consider, for example, the data in (#5.1) below which highlights
this contrast in three ways. In (#5.1a) a native Polish word exhibits a vowel~zero alternation
between [j] and [n], while an uncommon foreign borrowing does not. In (#5.1b) a borrowing that
has undergone nativization exhibits a vowel~zero alternation between [k] and [1], while a less
nativized borrowing does not. Note for example that the nativized borrowing has a meaning far
removed from the original source, unlike its less nativized counterpart whose meaning is identical
to its source. Finally, in (#5.1c) a native word that may optionally exhibit a vowel~zero

alternation contrasts with a foreign borrowing which may never do so.
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(#5.1) Vowel~zero alternations and foreign vocabulary

(a) Native: [vojna] (Nom. Sg.) ~ [vojen] (Gen. PL.) ‘war’
Foreign: [xlajna] (Nom. Sg.) ~ [xlajn] (Gen. P1.) Ancient Greek costume

(b) Nativized: [tsirkle] (Nom. P1.) ~ [tsirkiel] (Nom. Sg.) ‘compass’
(from English circle or French cercle)

Foreign: [tsikle] (Nom. Pl.) ~ [tsikl] (Nom. Sg.) ‘cycle’
(c) Native: [sarna] (Nom. Sg.) ~ [saren]/[sarn] (Gen. Pl.) ‘deer’
Foreign: [urni] (Nom. Pl.) ~ [urn] (Nom. Sg.) “urn’

Kiparsky (1982:132), in his discussion of diacritic features, notes that “features like
[+Foreign] have seemed more appropriate because loanwords are characteristically exceptions
not just to one rule, but to a large number of rules, and tend to fall into classes exhibiting similar
behavior.” In Polish, foreign borrowings not only fail to exhibit vowel~zero alternations, but also
fail to exhibit many other vowel alternations found in the language, such as the very common o~u
alternation (#5.2) discussed briefly in section 1.2. Similarly, Mellander (2000:222) also points
out that foreign borrowings exhibiting vowel~zero alternations in Slovak do not conform to the

regular pattern of vowel harmony.

(#5.2) Vowel alternations and foreign vocabulary

Foreign Native

[kovboj]~[kovboje] ‘cowboy’ [buj]~[boje] ‘battle’
[rol]~[rola] ‘role’ [mul]~[mole] ‘moth’
[sinagog]~ [sinagoga] ‘synagogue’ [bug]~[boga] ‘God’

With the understanding that borrowed vocabulary will behave differently from native
vocabulary, I propose a constraint that may only be violated in cases of roots marked with a
[+Foreign] diacritic (#5.3).

(#5.3) DEPFOREIGN = one violation per every segment present in the output of a morpheme of

foreign origin that is not present in the input (i.e. no epenthesis within a foreign
morpheme).
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In this case, the constraint eliminates epenthesis within words of foreign origin. To do so,
it must be ranked above CODASONORITY and DEP (#5.4). Additionally, ALIGN-R is required to
rank above CODASONORITY in order to eliminate epenthesis at the edge of the word. The
interaction of these constraint rankings is illustrated in Tables 14 and 15, which give an example

of an [mn] coda cluster in native and borrowed vocabulary respectively®’.
(#5.4) DEPFOREIGN, ALIGN-R >> SONORITY >> DEP

Table 14: Native vocabulary: /trumin+@/ = [trum’en] = ‘coffin, Gen. P1.’

/trumin+@/ DEPFOREIGN ' ALIGN-R CODASONORITY
trumn : *|

trumne !

& trum’en

Table 15: Borrowed vocabulary: /kolumn+@/ = [kolumn] = ‘column, Gen. PL.’

/kolumn+@/ DEPFOREIGN \ ALIGN-R CODASONORITY DEpP
& kolumn !

kolumne L)

kolumen *| '

5.2.  Affix Contiguity
The second group of exceptions is similar to that presented in the previous section. Here
there is a lack of epenthesis in coda sequences of rising sonority, but in this case the words are

native. An examination of the data reveals that epenthesis in nouns does not occur when these

" Note that whether or not the [m] in an [mn] cluster is palatal does not make a difference since both segments are
lower on the sonority hierarchy than [n].
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nouns are a combination of root plus derivational affix, as with the [zn] consonant sequence in
(#5.5) below, where /-izn/ is a nominalizing suffix.®
(#5.5) (a) blazen /bwazn+@/ -> [bwazen] ‘fool, Nom. Sg.’
blazna /bwazn+a/ - [bwazna] ‘fool, Gen. Sg.’
(b) bielizn /biel+izn+@/ > [bielizn] ‘undergarment, Gen. P1.’
bielizna /biel+izn+a/ - [bielizna] ‘undergarment, Nom. Sg.’
Just as in the previous subsection, I propose a new constraint that may only be violated by
affixes (#5.6).

(#5.6) DEPAFFIX = one violation per every segment present in the output of an affix that is not
present in the input.

(#5.7) DEPAFFIX, ALIGN-R >> SONORITY >> DEP

Just like DEPFOREIGN in the previous section, when ranked above SONORITY and DEP
(#5.7), DEPAFFIX results in a lack of epenthesis in coda sequences that are part of affixes. Tables

16 and 17 below illustrate the interaction of the constraints in simple and derived nouns.

Table 16: /bwazn+@/ = [bwazen] = ‘fool, Nom. Sg.’

/bwazn+Q@/ DEPAFFIX i ALIGN-R CODASONORITY

bwazn *|

bwazne ¥

& bwazen

Table 17: /bel+iznt+@/ = [elizn] = ‘undprgarment, Gen. P1.’

/ bel+izn +Q/ DEPAFFIX i ALIGN-R CODASONORITY DEP
& b'elizn

blelizne %)

b'elizen *| '

% There are other nominal suffixes whose form includes a cluster of two or more consonants (e.g. /-isk/, /-oete/,
/-stf/). None of these clusters explicitly violates the sonority hierarchy, and therefore an epenthetic vowel is not
predicted. However, since the [zn] sequence does violate the hierarchy, I focus on the suffix /-izn/ in this section.
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Furthermore, the DEPAFFIX constraint must be violated not only when there is epenthesis
within an affix but also when there is epenthesis at the edge of an affix (specifically, between the
affix and the stem). Consider the data in (#5.8) below and note that a [pte] cluster violates the

Sonority Hierarchy for Polish Codas.

(#5.8) (a) kapec-0 [kapete] ‘slipper, Nom. Sg.’
kapci-a [kapteal] ‘slipper, Gen. Sg.’
(b) babé-0 [bapte] ‘grandmother, Gen. P1.’
babci-a [bapteal] ‘grandmother, Nom. Sg.’

In (#5.8a), epenthesis occurs as predicted in order to break up a coda cluster with rising
sonority. However, the same fails to occur in (#5.8b). The answer to the problem may be found
if we consider the morphological structure of the two words. I assume that kape¢ consists of only
one morpheme since a new and unrelated word would be formed if we were to separate —(e)¢
from a possible stem (kap-a ‘bedspread cover’).” On the other hand, babé can be deconstructed
into the stem from bab-a ‘(old) woman’, and the suffix —¢, which has a diminutive connotation.

Therefore, once again we have a situation where epenthesis occurs in monomorphemic
words but does not occur in bimorphemic words. Tables 18 and 19 below show the interaction of

these morphological factors with constraints.

Table 18: /kapte+@/ = [kapete] = ‘slipper, Nom. Sg.’

/kapte+Q/ DEPAFFIX i ALIGN-R CODASONORITY DEP
kapte *
kaptee L

& kapete i *

¥ See the following subsection 5.3 for a discussion about why a vowel~zero alternation within an affix may be
possible.
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Table 19: /bab+te+@/ = [babtec] = ‘grandmother, Gen. P1.

/bab+te+@/ DEPAFFIX i ALIGN-R CODASONORITY DEp
=  babte é *

babtee ¥

babete *| :

To summarize the effects of DEPAFFIX, DEPFOREIGN and ALIGN-R one can say that all

epenthetic vowels must be internal to a native root.

5.3. Unmarked Vowel Deletion

While the previous two sub-sections dealt with explaining the lack of epenthesis in
environments where it is expected, this section will deal with the apparent presence of epenthesis
where it is not expected. To illustrate the problem, consider the sequence [sk] in the following
data:

(#5.9) (a) pisk [pisk] ‘squeal, Nom. Sg.’ (b)  pasek [pasek] ‘belt, Nom. Sg.’
piski [piski] ‘squeal, Nom. P1.’ paski [paski] ‘belt, Nom. P1.

(©) taska [waska] ‘grace, Nom. Sg.”  (d) taska [waska] ‘stoat, Nom. Sg.’

task [wask] ‘grace, Gen. P1.’ tasek [wasek] ‘stoat, Gen. P1.’

An [sk] sequence has a steady sonority cline according to the hierarchy given in section 4,
and as such conforms to the sonority hierarchy. Therefore, there should be no need for
epenthesis, and yet we still find vowel~zero alternations in words like ‘belt’ (#5.9b) and ‘stoat’
(#5.9d) above. This is in contrast to (#5.9a) and (#5.9¢), which predictably do not exhibit
vowel~zero alternations.

In order to understand this, it is necessary to return to the question of derivational
morphemes once again. Laskowski (1975) acknowledges the possibility that some nouns which

exhibit vowel~zero alternations can be analyzed as bi-morphemic. Furthermore, in addition to
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noun stems, Rubach also posited underlying yers in his representation of certain derivational
morphemes, particularly diminutives. Diminutive suffixes consistently exhibit vowel~zero
alternations, and as the examples in (#5.10) show, they may be iterative. According to Rubach,
diminutive suffixes are underlyingly /ik/, and their vowel, just like any other yer, surfaces when

there is another yer following and deletes elsewhere.

(#5.10)pies /pits+i/ > [ples]
psa /piista/ > [psa]
piesek /pis+ik+i/ > [plesek]
pieska /pitstik+a/ > [pleskal]

pieseczek /pitstik+ik+i/ > [plesetsek]

pieseczka /pitstik+ik+a/ > [piesetska]™

What is interesting about diminutives for the purpose of this paper is that in form they are
identical to a common derivational morpheme found on nouns (/-(¢)k/). In fact, the only
difference between the diminutive and the derivational morphemes is semantic. Assuming that a
[k] segment at the end of a word could be indicative of a derivational morpheme, it is possible to
attempt to deconstruct the words in (#5.9) above. By subtracting the nominalizing suffix /-(¢)k/
from [pasek] ‘belt, Nom. Sg.” in (#5.9b), we are left with the sequence [pas] ‘waist, Nom. Sg.’,
which bears a clear semantic relationship to the affixed word. Similarly, if we consider that there
are two words for ‘stoat’ in the Polish language, one being [waska] in (#5.9d) above and the other
[wagitsa], we can see that both names for ‘stoat’” are made up of the root /was/ plus a

nominalizing suffix in the shape of either /-(¢)k/ or /-its/.”' Therefore, it is possible to attribute

3% Note that Rubach also posits that the yer is responsible for the change in [k] consonant quality. While I cannot
explain this phenomenon in my paper, it is my belief that the consonant change may be due to neutralization. See
section 6.1 for a brief discussion.

3! Note that the /s/ in the root is palatalized and surfaces as [¢] when followed by the high front vowel [i] in the
suffix. Recall also that /-a/ is the regular feminine nominative singular suffix.
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the difference in behaviour of the words in (#5.9a) and (#5.9¢) versus (#5.9b) and (#5.9d) above
to the idea that (#5.9a) and (#5.9¢) are mono-morphemic while (#5.9b) and (#5.9d) are
bi-morphemic stems.

An investigation into the common derivational affixes found in noun stems reveals three

different phonological patterns.

(#5.11)(a)
[-ets]~[-ts] e.g. malec ‘little one/child, Nom. Sg.’ from mat-y ‘small’
[-ek]~[-k] e.g. pasek ‘belt, Nom. Sg.’ from pas ‘waist’
[-en]~[n] e.g. duren ‘stupid one, Nom. Sg.’ from dur-n-y ‘stupid’
(b)
[-b] e.g. wrozb ‘fortune, Gen. P1. from wroz-y-¢ ‘to tell fortunes’
[-te] e.g. bab¢ ‘grandmother, Gen. P1.”  from bab-a ‘(old) woman’
[-(r/)n] e.g. kopaln ‘mine, Gen. P1.’ from kop-a-¢ ‘to dig’

e.g. cukiern ‘confectioner, Gen. Pl.” from cukier ‘sugar’

(c)
[-izn] e.g. bielizn ‘underwear, Gen. P1.’ from biel ‘whiteness’
[-isk] e.g. boisk ‘sports field, Gen. P1.’ from boj ‘battle’
[-oete] e.g. ufnos¢ ‘trust, Nom. Sg.’ from uf-n-y ‘trustful’

Group (#5.11a) is the most interesting for the purposes of this paper because the affixes
that form part of the group exhibit vowel~zero alternations. The affixes in group (#5.11b) never
exhibit any vowel, whereas the affixes in group (#5.11c) always exhibit a vowel. Groups
(#5.11b) and (#5.11c¢), therefore, act as counterexamples to epenthesis or deletion respectively
affecting derivational affixes as a whole. However, this is not completely the case. Note that the
vowel in group (#5.11a) is always [€], whereas the vowel in group (#5.11c¢) is never [e].
Therefore, if we assume that the vowel in (#5.11a) is underlying, it is the quality of the vowel
that sets the affixes apart from the affixes in (#5.11¢). On the other hand, if we assume that the
vowel in (#5.11a) is epenthetic, there are no phonological differences that can distinguish, for

example, the [n] in duren in (#5.11a) from the [n] in curkiern in (#5.11b). Therefore, unlike in
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other sections of this paper, I assume that the alternating vowel in the affixes in (#5.11a) is
underlying. Furthermore, I propose that an unmarked vowel [€] in a derivational affix will delete
when the affix is followed by a vocalic inflectional suffix.

Recall from section 3.3 that epenthesis failed to take place due to stress-related
constraints. Once again I propose that stress is responsible for deletion in derivational affixes. It
is necessary to make use of further constraints within the already established constraint hierarchy.
These constraints need to penalize stress on unmarked vowels (i.e. [€]) (#5.12) and eliminate

stress within affixes (#5.13).

(#5.12) STRESS-TO-WEIGHT** = light/unmarked vowels should not be stressed

(#5.13) *STRESSAFFIX = affixes should not be stressed

However, neither of these individual constraints is consistently satisfied in Polish. It is
important to note that unmarked vowels may be stressed when not in an affix (#5.14), and vowels

in affixes may be stressed when they are not unmarked (#5.15).

(#5.14) dz_gfvr-o ‘tree/wood, Nom. Sg.’
cekier-a ‘axe, Nom. Sg.’

(#5.15) lodow-isk-o ‘ice rink, Nom. Sg.’
visok-dete-1 ‘height, Nom. P1.

In order to eliminate stressing unmarked vowels in affixes, one or both of these

constraints must be ranked above MAX in order to allow deletion to occur. However, doing so

32 The definition of this constraint is used with the assumption that feature specification is responsible for defining
“heavy” versus “light” vowels. Because unlike the other vowels in the system, [€] is not specified for any features, it
is considered a “light” vowel. The assumption that [€] is the unmarked vowel is further supported by its status as the
epenthetic vowel. See also Dresher & van der Hulst (1993).
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would incorrectly predict deletion in the data from (#5.14) and (#5.15) above. Therefore, a
constraint conjunction that combines STRESS-TO-WEIGHT and *STRESSAFFIX must be created

(#5.16).

(#5.16)[STW & *STRESSAFFIX] = unmarked vowels in affixes should not be stressed

(#5.17)[STW & *STRESSAFFIX], PENULTSTRESS >> MAX >> STW, *STRESSAFFIX

When the conjoined constraint is ranked above MAX and MAX is ranked above STRESS-
TO-WEIGHT and *STRESSAFFIX individually (#5.17), it paves the way for deletion to occur in the
affixes found in (#5.11a) while at the same time ensuring that deletion does not take place for all
unmarked vowels or in all affixes.* F urthermore, recall that PENULTSTRESS is ranked above
MaAX and therefore eliminates any candidate with irregular stress. The interaction of the
constraints as they pertain to bi-morphemic stems with unmarked vowel derivational affixes is

illustrated in Tables 20 and 21 below.

Table 20: /wast+ek+@/ = [wasek] = ‘stoat, Gen. PI’

/wastek+@/ [STW & *STRESSAFFIX] . PENULTSTRESS CODASONORITY | MAX

wask ! Pk

wasek | *! Pk
& wasek | 5

Table 21: /was+ek+a/ = [waska] = ‘stoat, Nom. Sg.’

/wastek+a/ [STW & *STRESSAFFIX] | PENULTSTRESS CODASONORITY | MAX
& waska !

waseka | *!

waseka ¥

3 See Smolensky 1995 in which he discusses local conjunction. He states that universally C; & C, >> C,, C, and
that two constraint violations are worse when they occur in the same location (p4).
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On the other hand, faithful candidates of mono-morphemic stems do not violate any

constraints, as Tables 22 and 23 below illustrate. Neither would these constraints be violated by

a word with an underlying [€] vowel, as in Table 24.

Table 22: /wask+@/ = [wask] = ‘grace, Gen. PI’

/wask+@/ [STW & *STRESSAFFIX] | PENULTSTRESS CODASONORITY : MAX
& wask ' '
Table 23: /wask+a/ = [waska] = ‘grace, Nom. Sg.’

/wask+a/ [STW & *STRESSAFFIX] | PENULTSTRESS CODASONORITY | MAX
& waska ! '
Table 24: /dzev+o/ = [dzevo] = ‘tree/wood, Nom. Sg.’

/dzgv+o/ [STW & *STRESSAFFIX] CODASONORITY : MAX

& dzgvo

| PENULTSTRESS
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6. VOWEL-CONSONANT INTERACTIONS
6.1. Consonant Neutralization

Recall from section 1.1 my decision to include palatal consonants and in particular
palatalized labial consonants in the phonemic inventory of Polish rather than treating them as
allophones. Since not everybody agrees that these segments should be separate phonemes, this
decision is by no means uncontroversial. However, my analysis so far depends on the belief that
these segments are in fact separate phonemes, and as promised in the introduction I will outline
the reasoning behind this in this section.

Recall from section 2.1 that Rubach’s analysis included not only one but two abstract
vowels. His two yers differed in that /i/ is [-back] while /# is [+back]. The apparent need to

distinguish between these two types of yers can be exemplified by the following data:

(#6.1) (a) dzien ‘day, Nom. Sg.’ [dzen] dnia ‘day, Gen. Sg.’ [dna]
(b) den ‘bottom, Gen. P1. [den] dno ‘bottom, Nom. Sg.’ [dno]
(c) wies ‘village, Nom. Sg.’ [Vieg] wsi ‘village, Gen. Sg.’ [vei]
(d) wesz ‘louse, Nom. Sg.’ [ve[] wszy ‘louse, Gen. Sg.’ [V[i]

Traditionally (as in Rubach 1984), the belief was that the first consonant of both ‘day’ and
‘bottom’ was underlyingly /d/, and the first consonant of both ‘village’ and ‘louse’ was
underlyingly /v/. When the vowel surfaces, as in the first column of data set (#6.1), the type of
yer would determine the quality of the preceding consonant. Thus, a front yer caused
palatalization on the preceding consonant, while a back yer did not. Therefore, according to
Rubach, the underlying representation of ‘day’ would be /dip/, while ‘bottom” would be /din/.
However, if we assume that the consonant in ‘day’ is palatal underlyingly, distinguishing
between two types of yers becomes unnecessary. Under this approach, though, we need to

account for why the consonants surface as non-palatal when the epenthetic vowel is absent.
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Kochetov (2002) examined the distribution of palatal consonants in Slavic languages and
noticed some neutralization patterns. For example, some underlying palatal consonants surface
as plain consonants when in a coda (including word-finally), and in clusters of plain and palatal
consonants, the preceding consonant may be neutralized (either by assimilation or by being
realized as plain by default). In essence, the contrast between plain and palatal consonants is lost
in certain pre-consonantal environments, and this is most often made evident when two
consonants are brought together through affixation. Kenstowicz (1994) provides some basic
examples of stem-final palatal consonants becoming depalatalized when followed by a

consonantal suffix.

(#6.2) noun adjective
(a) sekret secret-n-i ‘secret’
brud brud-n-i ‘dirt’
can-o cen-n- ‘hay’
(b) vilgote vilgot-n-i ‘humidity’
tseladz tselad-n-i ‘household’
kop kon-n-t ‘horse’

(adapted from Kenstowicz 1994:245)

The data in (#6.2) show that plain and palatalized consonants contrast word-finally, but
not when followed by another consonant. Therefore, this same phenomenon may be active in the
second column of (#6.1) at the beginning of this subsection. I hypothesize that the initial
consonants in dzien and wies are palatal underlyingly, and that they lose their palatal feature due
to neutralization in pre-consonantal position. For example, the underlying representation of ‘day’
is /dzp/ while the underlying representation of ‘bottom’ is /dn/. The palatal affricate [dz] in ‘day’

is neutralized to plain [d] when there is no vowel intervening between it and the following
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consonant. The same kind of neutralization occurs with prepalatal affricates when next to [n] in

the following suffix.

(#6.3) przechodzi-en-0 [psexodzen] ‘passer-by, Nom. Sg.’

przechod-ni-a [psexodni] ‘passer-by, Nom. P1.

kwieci-en-@ [kfleteen] ‘April, Nom. Sg.’

kwiet-ni-a [kfietpa] ‘April, Gen. Sg.’

baré-0 [barte] ‘type of man-made bee-hive, Nom. Sg.’
bart-nik-0 [bartnik] ‘beekeeper, Nom. Sg.’

The process of neutralization adds to the argument central to this paper; abstract vowels
are unnecessary to account for vowel~zero alternations in Polish nouns. Assuming that
consonants are palatal underlyingly eliminates the need for a distinction between palatalizing and
non-palatalizing vowels, including eliminating the need for two yers. The process of
neutralization appears to be too complicated to allow me to delve deeply into it in this paper,
particularly because it does not affect each type of consonant equally (see for example the
prepalatal fricative in [vwoeen]~[vwoene] where the quality of the consonant remains the same).
However, it is safe to say that certain constraints exist to penalize sequences such as [dzn] from
the Polish language. In more general terms, as the examples in (#6.2) and (#6.3) above show,
prepalatal affricates are always neutralized to plain stops when followed by either [n] or [p].
This, along with the data supporting the OCP constraint in Polish shows that there are many

consonant-consonant and consonant-vowel interactions at play in Polish.



56

6.2. Epenthetic Vowel Quality
In all of the examples of vowel~zero alternation presented in this paper so far, the quality
of the epenthetic vowel is [e]. However, there are a handful of instances of vowel~zero

alternation in nouns where the vowel is [2].

(#6.4) (a) osiol  [ocow] ‘donkey, Nom. Sg.’
osty  [oswi] ‘donkey, Nom. PI.’
(b) koziol [kozow] ‘goat, Nom. Sg.’
kozty [kozwti] ‘goat, Nom. P1.’
(©) kociol [kotcow] ‘cauldron, Nom. Sg.’
kotly  [kotwi] ‘cauldron, Nom. P1.’

In order to fully understand the nature of the epenthetic vowel in Polish, it is necessary to
discover the factors that determine its quality, particularly since two types of epenthetic vowels
are possible. First, it is important to narrow down the possible epenthetic vowel choices to only
[€] and [0]. Researchers such as Kager (1999) and Lombardi (2002) have relied on universal
markedness constraints such as *[+low], *[+round], and *[-back] to predict the quality of the
epenthetic vowel in various languages. According to Kager, the least marked vowel is [9], while
Lombardi, who proposes a *MID constraint, posits that the least marked vowel is [t]. However,
no ranking of these constraints alone can predict an epenthetic vowel surfacing as [¢] or [0], even
though several languages have been attested as having epenthetic [¢] (see de Lacy 2002:146 for a
brief list). It is at this point that I turn to de Lacy (2002), who used sonority markedness
constraints to determine the quality of epenthetic vowels.

De Lacy argues that epenthesis of “marked” vowels may stem from the fact that these

vowels also tend to be more sonorous, thereby better satisfying the universal need for syllable
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nuclei to have high sonority. He posits the following sonority hierarchy for vowels, analogous to

Kenstowicz (1996:9), and makes use of this hierarchy in several constraints.

(#6.5) Vowel sonority scale (adapted from de Lacy 2002:55)
left to right from least sonorous to most sonorous

high . high mid high mid low
mid central . . . low
central < < peripheral < peripheral < peripheral <
vowels vowels
vowels vowels vowels vowels
5} 9000 iywu €eoYO0 E®AD TaEAD
i < < < < <

De Lacy’s (2002:48) Designated Terminal Element (DTE or A) rules make reference to
the vowel sonority hierarchy by specifying the minimum sonority level that a segment must have
in order to be the head of a particular constituent—moraic, syllabic, foot, or prosodic word. De
Lacy further posits non-DTE (or —A) rules which in turn specify the maximum sonority level of a
non-head segment in a particular context. When DTE rules dominate non-DTE rules, the result is
an epenthetic segment of high sonority, whereas when non-DTE rules dominate DTE rules, the
result is an epenthetic segment of low sonority (de Lacy 2002:146). Following this, de Lacy
posits that epenthetic vowels of intermediate sonority are a result of the interaction of DTE and
non-DTE rules. To explain this mechanism, de Lacy states:

There is a further property of the DTE theory: a segment can be both a DTE and a non-

DTE. For example, the [i] in [pa.ti] is the DTE of the syllable and mora, but a non-DTE

of the foot and PrWd. Therefore, both DTE and non-DTE constraints can apply to it. The

net result can be a tug-of-war between DTE constraints and non-DTE constraints, with the

result that the least marked segment is neither high sonority nor low sonority, but has a

quality that is a compromise between the two extremes — e.g. [€].

(de Lacy 2002:144)
More specifically, he posits two rules, one DTE (#6.6) and one non-DTE (#6.7), in the form of
constraints to account for [€] epenthesis in Chipewyan (pp151-153).
(#6.6) *A,<{e,0} = assigns one violation for every syllable nucleus that has a sonority equal to

or less than [e,o] (i.e. bans all syllable nuclei with less sonority than low-mid
vowels)
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(#6.7) *-Apwa>{a} = assigns one violation for every syllable without main stress that has a
sonority greater or equal to [a] (i.e. bans unstressed vowels that are equal to [a])

When used for Polish, the DTE rule in (#6.6) above narrows down the possible epenthetic
vowels to [ 0 a]. On the other hand, the non-DTE rule in (#6.7) above works to eliminate [a]
from the possible epenthetic vowels in Chipewyan because in Chipewyan the epenthetic vowel
will never receive main stress. However, this is not the case for Polish since asyllabic roots with
epenthetic vowels have main stress fall on epenthetic [¢]. Therefore, we need a different rule to
eliminate [a] as a possible epenthetic vowel. At this point I return to Lombardi (2002) for the
constraint *[+low]. However, the feature system used in this paper does not have [+low]
features. Instead, it uses [open] and/or [closed] to define manner and height. A [+low] feature
would be equivalent to a V-Manner [open] feature. Therefore I reformulate Lombardi’s *[+low]
constraint into a *V-MANNER[open] constraint (#6.8).
(#6.8) *V-MANNER[open] = vowels with V-Manner [open] features are marked (i.e. low vowels

are marked)

If both the DTE constraint *A;<{e,0} and the * V-MANNER[open] markedness constraint
are ranked high enough to be satisfied by all epenthetic vowels, the result is that [€] and [o]

remain as the only possible epenthetic vowels.>

3* Note that although [€] and [o] are the only epenthetic vowels in nominal paradigms, there is one other epenthetic
vowel possible in Polish. Recall from section 2.1 that [i] occurs in vowel~zero alternations in verbs. It would appear
that the constraints above would eliminate such a possibility. However, recall also that de Lacy (2002) posits a series
of DTE rules, and that it is their ranking with respect to non-DTE rules and other constraints that ultimately
determine the quality of the epenthetic vowel. It is possible that the environment of and motivation for epenthetic
vowels in verbs is different from that of nouns, and therefore the quality of the epenthetic vowel is determined
through different (higher or lower ranked) constraints. See also the conclusion where the possibility of extending
this analysis to other lexical categories will be briefly discussed.
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Table 25: Epenthetic vowel: sonority and height

CcC C *As<{e,0} . *V-Manner[open]
CaC | *]

CeC |

CoC

CiC *

CiC *

CuC *

Now that the quality of the epenthetic vowel has been narrowed down to two choices, the
question of the choice between [€] and [o] remains. In related languages such as Slovak, it has
been found that vowel~zero alternations differ in quality depending on the context. In his
examination of epenthesis in Slovak, a language whose alternating vowel may also be either [€]
or [o], Mellander (2000) points out that “with the exception of slager ‘hit’, a recent German
borrowing — the value for the feature [back] of the alternating vowel is the same as that of the
vowel which precedes it” (Mellander 2000:222). Therefore, a rule of progressive vowel harmony
would correctly predict the alternating vowel in the following Slovak nouns, particularly if [€] is
the default epenthetic vowel in a word such as ker ‘bush’, in which the vowel harmony rule does
not apply at all. One interesting point to note about the following examples is that they were
taken from Rubach (1993), who used them to argue that the quality of the alternating vowel must

be underlying due to the fact that both [€] and [o] appear between the same consonants.

(#6.9)
liter ‘litre’
lotor ‘rascal’
ker ‘bush’
cukor ‘sugar’
Slager ‘hit’
svagor ‘brother-in-law’
prijem ‘receipt’
najom ‘hiring’

(Rubach 1993:137, cited in Mellander 2000:222)



60

However, although the Polish examples in (#6.4) at the beginning of this subsection all
have [0] preceding the epenthetic vowel, progressive vowel harmony is not an active process in
Polish, as it is in Slovak. In example (#6.10a) below, although the preceding vowel is [2], the
epenthetic vowel is [€]. Instead, we must turn to the consonantal environment of the epenthetic

vowel for answers.

(#6.10)(a) oset  [oset] ‘thistle, Nom. Sg.’
osty  [osti] ‘thistle, Nom. P1.’
(b)  posel [posew] ‘envoy, Nom. Sg.’
posty  [poswi] ‘envoy, Nom. P1.’
(©) ¢ma  [tema] ‘moth, Nom. Sg.’
ciem [teem] ‘moth, Gen. P1.’

An examination of the consonantal environment of the epenthetic vowel in (#6.4) at the
beginning of this section shows that in all cases the preceding consonant is prepalatal (i.e. [¢ z te
dz]*) and the following consonant is a labial glide (i.e. [w]). Both sides of the environment must
be satisfied for the epenthetic vowel to surface as [0]. When only one side is present, such as a
following labial glide in (#6.10b) or a preceding prepalatal consonant in (#6.10c), the epenthetic
vowel surfaces as [e].

In order to understand this fully, it is necessary to review the features associated with both
the consonants and the vowels in question, illustrated in portions of the feature chart from the

introduction reproduced below.

3% Recall from section 6.1 the assumption that alternating consonants which occur alongside vowel~zero alternations
are underlyingly palatal and neutralize to alveolars in many clusters.
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(#6.11)Place feature chart for selected segments

Manner Segment | C-Place V-Place
Description [cor] | [dor] | [lab] | [cor] | [lab]
Stops /t/ v

/te/ v v

/ts/ v v

/ts/ v
Fricatives /s/ v

le/ v v

/s/ v v
Nasals /n/

n/ v

/m/ v
Approximant | /w/ v
Vowels /e/

/o] v

Notice that both the vowel [0] and the approximant [w] have a V-Place [labial] feature.
On the other hand, [€] is not specified for any V-Place features. At the same time, prepalatal
consonants such as [te] and [¢] have a V-Place [coronal] feature. I therefore posit that the choice
of [0] over [€] in the contexts such as [¢] [w] is related to whether or not the vowel shares
V-Place features with the surrounding consonants.

Recall from section 3 that the OCP-CORONAL constraint is violated whenever two
adjacent coronal consonants have differing secondary places of articulation. It is now necessary
to point out that this violation not only occurs for coronal consonants, but also for any sequence
of segments, the crucial factor being that sequences of segments must agree with respect to
V-Place features. Because a high-ranked identity constraint will eliminate instances where

segments present in the input are assimilated, only epenthetic vowels will be affected.

(#6.12) OCP-V-PLACE = adjacent segments cannot have separate V-Place nodes

(#6.13)IDENT >> OCP-V-PLACE



When neither of the consonants surrounding an epenthetic vowel has V-Place feature
specifications the candidate with epenthetic [€] is optimal because it does not incur any

violations.

Table 26: Epenthetic vowel between two plain consonants

C C
I I
V-Place V-Place OCP-V-PLACE
C e C
N/
& V-Place
C o) C
I I |
V-Place V-Place V-Place *|*
I
[lab]

The same optimal candidate is predicted in environments where one consonant is plain
and the other consonant is specified for [coronal] V-Place. In this case, the candidate with [¢]
incurs one violation. However, it is still optimal because the candidate with [o] incurs two

violations, as seen in Table 27.



Table 27: Epenthetic vowel between a plain and a prepalatal consonant

C C
| |
V-Place V-Place OCP-V-PLACE
|
[cor]
C e C
\ / l
& V-Place V-Place *
l
[cor]
C 0 C
| | |
V-Place V-Place V-Place *%|
| |
[lab] [cor]

In cases where the environment is made up of segments with only V-Place [coronal]
specifications, [€] and [o] receive two violations each. At this point it is again necessary to return
to one of the three main universal markedness constraints discussed in Kager (1999) and
Lombardi (2002), namely *[+round] (#6.14). Note that the Parallel Structures Model does not
include [£round] features. Rather, a [+round] feature would be equivalent to a V-Place [labial]
specification. In cases where both [¢] and [o] are equal with respect to the OCP-V-PLACE
constraint, it ensures that [€] is the optimal candidate, as seen in Table 28 below.

(#6.14) *V-PLACE[labial] = vowel segments which have a V-Place [labial] feature specification

are more marked than segments that do not. (i.e. rounded vowels are more marked than
unrounded vowels).



Table 28: Epenthetic vowel between V-place [cor] and [dor] consonants

C C
| |
V-Place V-Place OCP-V-PLACE | *V-PLACE[labial]
| |
[cor] [cor]
C e C
| | l
& V-Place V-Place V-Place *k
| l
[cor] [cor]
C 0 C
| | l
V-Place V-Place V-Place wE *|
| | l
[cor] [lab] [cor]

The same situation occurs when the following segment is specified for the V-Place
[labial] but the preceding segment does not have any V-Place specifications. In this case, both

[€] and [o] get one violation each, and again, [¢] wins due to the *V-PLACE[labial] constraint.

Table 29: Epenthetic vowel between a plain consonant and a V-Place [lab] consonant

C C
| |
V-Place V-Place OCP-V-PLACE | *V-PLACE[labial]
|
[lab]
C e C
\ / |
& V-Place V-Place *
|
[lab]
C o) C
| \ /
V-Place V-Place * *|
|
[lab]




Crucially however, when the following segment is [labial] and the preceding segment is

not plain, then [€] receives more violations than [0] and is eliminated. This is what happens in

the case of [kozow] for example.

Table 30: Epenthetic vowel between prepalatal consonant and [w]

C C
| |
V-Place V-Place OCP- V-PLACE | * V-PLACE[labial]
| |
[cor] [lab]
C g C
| | l

V-Place V-Place V-Place

I I
[cor] [lab]

C 0 C
I \ /
& V-Place V-Place

| |
[cor] [lab]

Table 31: Epenthetic vowel between two V-Place [lab] consonants

C C
I I
V-Place V-Place OCP- V-PLACE | * V-PLACE[labial]
| |
[lab] [lab]
C e C
I I I

V-Place V-Place V-Place

| I
[lab] [lab]

C o C

N/

& V-Place
I

[lab]

Other permutations of possible sequences of segments with varying V-Place

65

specifications where the first segment has a [labial] V-place are rare. Therefore, although Table
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31 above predicts an epenthetic [0] between two [w] segments, vowel alternations in this context
are unattested. This is due to the fact that [w] is the highest ranked segment in the consonant
sonority hierarchy, and as such should not be followed by an epenthetic segment in any cases of
coda clusters in syllabic roots.

There are a couple of exceptions to this, which can be found in Cr coda cluster data found
in Appendix A. A few words with [wn] coda clusters (i.e. wefna [vewna] ~ wefen [vewen] ‘wool’
and czofno [tsuwno] ~ czofen [tsuwen] ‘canoe’) seem to be exceptions to the sonority rule.
However, they are not exceptions to the vowel quality rule. In this case, a V-Place [labial]
consonant is followed by a plain segment, and both [¢] and [o] receive one violation leaving the

*V-PLACE[labial] constraint to be the deciding factor.

Table 32: Epenthetic vowel between [labial] and plain consonants

C C
| |
V-Place V-Place OCP- V-PLACE | *V-PLACE[labial]
|
[lab]
C e C
| \ /
& V-Place V-Place *
|
[lab]
C o) C
\ / |
V-Place V-Place * *
|
[lab]

However, while the vowel quality rule appears to be consistently true in syllabic roots,
this does not seem to be the case in asyllabic roots. For example, in a word like plec¢ [pwete] ~
plci [pwtei] ‘gender’, which has a V-Place[labial] consonant followed by a V-Place[coronal]

consonant, the epenthetic vowel is [€] even though the constraints set out in this section would



67

predict an epenthetic [0]. Although I cannot offer a full analysis at this time, it appears that the
choice of epenthetic vowel may work differently when this epenthetic vowel is the head of the
prosodic word, as it is in cases of asyllabic roots. Therefore, it is my suspicion that there is a
constraint that regulates vowel quality in the heads of prosodic words, and which must be ranked

beneath faithfulness constraints in order to affect only epenthetic vowels in these positions.
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7. CONCLUSION

Unlike many previous analyses of vowel~zero alternations, this paper brings to the
foreground the patterns found in the Polish data. The patterns show that it is in fact possible to
account for certain cases of vowel~zero alternations through a process of epenthesis, and other
cases through a process of deletion, without having to resort to abstract or floating vowels.

Starting with asyllabic roots, which require an epenthetic vowel in order to be vocalized, |
have shown that epenthetic vowel placement is completely predictable. This is due both to the
fact that the epenthetic vowel regularly appears between the final two consonants, as well as to
the fact that the only exception to this is when it appears between two coronal consonants with
different secondary places of articulation. Furthermore, in words that are already syllabified, it
has been shown that certain consonant clusters always exhibit vowel~zero alternations, while
other consonant clusters never do. This observation, in turn, pointed to sonority playing an
important role in motivating epenthesis resulting in vowel~zero alternations.

Finally, section 5 has shown that an unpredicted presence or absence of vowel~zero
alternations in consonant clusters is often due to one of two factors. The first and most
straightforward factor is the foreign or native status of the vocabulary in question, with foreign
vocabulary never exhibiting vowel~zero alternations. The second factor, on the other hand, is
more complicated and involves various morphological factors. In cases where epenthesis is
predicted to occur due to sonority, absence of epenthesis is a result of suffixes, which block
epenthesis both within the affix and between the affix and the stem. In cases where epenthesis is
not predicted to occur, presence of vowel~zero alternation is a result of an underlying [€] in the
suffix, which is subsequently deleted when in penultimate (i.e. stressed) position.

All of the cases above have been analyzed using constraints within Optimality Theory.

Particularly interesting was the use of Alderete’s (2000) HEADDEP constraint, which showed yet



69

another possible solution that languages employ to avoid stressing epenthetic vowels. The full
constraint rankings (as summarized below in #7.1), in conjunction with the Sonority Hierarchy

for Polish Codas, can account for most instances of vowel~zero alternations in Polish nouns.

(#7.1) Full Constraint Ranking

*V-MANNER[open](#6.8)

*As<{e,0}(#6.6)
IDENT(#3.13)
OCP-V-PLACE(#6.12) ——*V-PLACE[lab](#6.14)
STW(#5.12)

OCP-CORONAL(#3.9)
HEAD-DEP(#3.16)

MAX(#3.12) *STRESSAFFIX(#5.13)
PENULTSTRESS(#3.19)
[STW&*STRESSAFFIX](#5.16)

NUCLEUS(#3.3) DEP(#3.2) *COMPLEXCODA(#3.6)
DEPAFFIX(#5.6)
DEPFOREIGN(#5.3) CODASONORITY(#4.4)

ALIGN-R(#3.5)

While I focused only on nouns in my research, it is my hope that the analysis presented in
this paper can be extended to other lexical categories. For example, the analysis of vowel quality
presented in section 6.2 would have to be extended to allow for epenthesis of [#] in verbs in
particular. However, there are certain aspects of the analysis presented in the paper that would
not require any adjustment. For example, Laskowski (1975:38) points out that unlike the same
type of cluster in nouns, Cw clusters in verbs do not exhibit vowel~zero alternations.

(#7.2) Verb data

pas-t  [pasw] ‘herd/pasture, 3.sg. past’ pas-9-¢ ‘to herd’
wioz-t [viuzw] ‘transport, 3.sg. past’ woz-i-¢ ‘to transport’
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An analysis of the data (#7.2) shows that this may be because in verbs a final —w is a past
tense suffix. Therefore, the lack of epenthesis in these cases is unsurprising if we recall from
section 5.2 that epenthesis is blocked from occurring between a stem and suffix.

Finally, although there are some contexts in which vowel~zero alternations cannot be
explained through the above means (for example Cr clusters discussed in section 4.3, as well as
others highlighted in Appendix A), the patterns already highlighted in this paper cannot be
ignored. This shows that explaining vowel~zero alternations through encoding the lexicon with
abstract vowels such as yers (Rubach 1984, summarized in section 2.1), or floating vowels within
a mechanism of melody association (Gussmann 2007, summarized in section 2.2), cannot show

the whole story of how phonological processes work in Polish.
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APPENDIX A
Sonority of consonant sequences

The table below organizes examples of consonant sequence data into a sonority hierarchy.
The first consonant in a sequence is listed on the vertical axis where the segments are organized
top to bottom from least to most sonorous. The second consonant in a sequence is listed on the
horizontal axis where the segments are organized left to right from most to least sonorous. Cells
with consonant sequences that exhibit vowel~zero alternations are white, while cells with
consonant sequences that do not exhibit vowel~zero alternations are shaded. Cells with
consonant sequences for which data cannot be found are left blank. Whenever a cell includes
data that does not fit its white/shade specification, the piece of data will be marked with an arrow.
A note explaining the anomaly can be found at the bottom of the column. General notes about
sequences ending in a particular segments will also be included at the bottom of the column.

Foreign vocabulary (see section 5.1) has been for the most part eliminated from the table.
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w
p/b |diabel [diabew] ‘devil, Nom. Sg.” ~ diabla [dabwa] ‘Gen. Sg.’
kubet [kubew] ‘bucket, Nom. Sg.” ~ kubla [kubwa] ‘Gen. Sg.’
t/d |swiatlo [eflatwo] ‘light, Nom. Sg.” ~ swiatef [efilatew] ‘Gen. P1.’
skrzydto [skstdwo] ‘wing, Nom. Sg.” ~ skrzydef [sksidew] ‘Gen. P1.’
k/g |piekio [piekwo] ‘hell, Nom. Sg.” ~ piekiet [piekiew] ‘Gen. P1.’
smiglo [emigwo] ‘propeller, Nom. Sg.” ~ smigief [emigiew] ‘Gen. P1.’
ts/dz
ts/dz,
filv | Pawel [pavew] ‘Paul, Nom. Sg.” ~ Pawla [pavwa] ‘Gen. Sg.’
s/z  |susel [susew] ‘gopher, Nom. Sg.” ~ susfa [suswa] ‘Gen. Sg.’
wezel [vezew] ‘knot, Nom. Sg.” ~ wezla [vezwa] ‘Gen. Sg.’
- przemyst [psemisw] ‘industry, Nom. Sg.” ~ przemysty [psemiswi] ‘Nom. P1.’
§/z, |orzel [ozew] ‘eagle, Nom. Sg.” ~ orfa [orwa] ‘Gen. Sg.’
karzet [kazew] ‘dwarf, Nom. Sg.” ~ karfa [karwa] ‘Gen. Sg.’
X
m
pi/bi
fi/vi
mi
n
1
te/dz |kociol [koteow] ‘cauldron, Nom. Sg.” ~ kotla [kotwa] ‘Gen. Sg.’
e/z |osiof [oeow] ‘donkey, Nom. Sg.” ~ osfa [oswa] ‘Gen. Sg.’
koziot [kozow] ‘goat, Nom. Sg.” ~ kozfa [kozwa] ‘Gen. Sg.’
J
r perta [perwa] ‘pearl, Nom. Sg.” ~ peref [perew] ‘Gen. P1.’

berto [berwo] ‘scepter, Nom. Sg.” ~ berel [berew] ‘Gen. P1.

nE=QOZ|=|F

- In cases of [sw] sequences, words ending in —mysf or —miost do not exhibit alternations. These
endings may be considered separate morphemes, which fail to exhibit alternations in other
cases as well. While the paper does not discuss these cases, the phenomenon may be related to
that of affix contiguity (§5.2).
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n
p/b beben [bemben] ‘drum, Nom. Sg.” ~ bgbna [bembna] ‘Gen. Sg.’
t/d -> pietno [pientno] ‘brand/seal, ‘Nom. Sg.” ~ pietn [pientn] ‘Gen. P1.’
k/g suknia [sukna] ‘dress, Nom. Sg.” ~ sukien [sukien] ‘Gen. PL.”
wlokno [vwukno] ‘fibre, Nom. Sg.” ~ wiokien [vwukien] ‘Gen. P1.
ts/dz
ts/dz,
fiv
s/z sosna [sosna] ‘pine, Nom. Sg.” ~ sosen [sosen] ‘Gen. P1.’
blazen [bwazen] ‘fool, Nom. Sg.” ~ blazna [bwazna] ‘Gen. Sg.’
- bielizna [bielizna] ‘underwear, Nom. Sg.” ~ bielizn [bielizn] ‘Gen. Sg.’
s/z, rozen [razgn] ‘roasting-spit, Nom. Sg.” ~ rozna [rozna] ‘Gen. Sg.’
X bochen [boxen] ‘loaf (bread), Nom. Sg.” ~ bochna [boxna] ‘Gen. Sg.’
kuchnia [kuxpa] ‘kitchen, Nom. Sg.” ~ kuchen [kuxen] ‘Gen. Sg.’
m
pi/bi
fifvi  |grzywna [gzivna] ‘fine, Nom. Sg.” ~ grzywien [gzivien]| ‘Gen. P1.’
gowno [guvno] ‘shit, Nom. Sg.” ~ gowien [guvien] ‘Gen. P1.’
mi gumno [gumno] ‘barn, Nom. Sg.” ~ gumien [gumien] ‘Gen. PL.’
trumna [trumna] ‘coffin, Nom. Sg.’ ~ trumien [trumien] ‘Gen. P1.’
n panna [panna] ‘virgin, Nom. Sg.” ~ panien [panen] ‘Gen. Pl.’
wanna [vanna] ‘tub, Nom. Sg.” ~ wanien [vanen] ‘Gen. PL.
1
te/dz |ptotno [pwutno] ‘cloth, Nom. Sg.” ~ plocien [pwuteen] ‘Gen. PI.’
studnia [studpa] ‘well, Nom. Sg.” ~ studzien [studzen] ‘Gen. Pl.
c/z wisnia [vienpa] ‘cherry, Nom. Sg.” ~ wisien [vieen] ‘Gen. P1.
krosna [krosna] ‘loom, Nom. Sg.” ~ krosien [krogen] ‘Gen. P1.’
j wojna [vojna] ‘war, Nom. Sg.” ~ wojen [vojen] ‘Gen. P1.’
tajno [wajno] ‘dung, Nom. Sg.” ~ fajen [wajen] ‘Gen. PL.’
r - sarna [sarna] ‘deer, Nom. Sg.” ~ saren [saren] / sarn [sarn] ‘Gen. P1.’
-> ziarno [zarno] ‘seed, Nom. Sg.” ~ ziaren [zaren] / ziarn [zarn] ‘Gen. P1.
n fontanna [fontanna] ‘fountain, Nom. Sg.” ~ fontann [fontann] ‘Gen. P1.
brytfanna [britfanna] ‘oven-pan, Nom. Sg.” ~ brytfann [britfann] ‘Gen. P1.’
w - wefna [vewna] ‘wool, Nom. Sg.” ~ weln [vewn] / welen [vewen] ‘Gen. P1.’
zotna [Zpwna] ‘bee-eater (bird), Nom. Sg.” ~ zofn [zown] ‘Gen. P1.’
- czoino [tsuwno] ‘canoe, Nom. Sg.” ~ czdlen [tsuwen] ‘Gen. P1.’
N - There is so far no explanation for lack of alternations in [tn] sequences, however the presence of
(0) a nasal vowel in the word may offer a clue in further investigations.
T - In cases of [zn] sequences, bimorphemic words with the suffix —izna do not exhibit alternations
E (8§5.2)
S - In cases of [rn] sequences, there is stylistic variability in the presence of alternations. This may

be due to [r] and [n] at times being analyzed as equally sonorous, and at other times as [n]
being more sonorous than [r].
- In cases of [wn] sequences, the behaviour is unpredictable and as such may in fact be coded

underlyingly (§4.3)
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c/z

p/b

t/d

k/g

ts/dz

ts/dz,

fiv

s/z

piers [piere] ‘breast, Nom. Sg.” ~ piersi [plerei]| ‘Gen. Sg.’

nE=SQZ|Z2|F

- See Appendix
B for Cr data.

- Words do not
end in C(V)j
sequences
unless they
are archaic

constructions.
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te/dz
p/b | kapeé [kapete] ‘slipper, Nom. Sg.” ~ kapcia [kaptea] ‘Gen. Sg.’
kope¢ [kopete] ‘soot, Nom. Sg.” ~ kopcia [koptea] ‘Gen. Sg.’
- babcia [baptea] ‘grandmother, Nom. Sg.” ~ bab¢ [bapte] ‘Gen. P1.’
t/d
kig |lokie¢ [wokiete] ‘elbow, Nom. Sg.” ~ fokcia [woktea] ‘Gen. Sg.’
dziegie¢ [dzegiete] ‘birch tar, Nom. Sg.” ~ dziegcia [dzegtea] ‘Gen. Sg.’
ts/dz
ts/dz,
fiv
s/z
§/7,
X
m
pi/bi
fifvi
mi
n
1
te/dz
e/z |lis¢ [liete] ‘leaf, Nom. Sg.” ~ liscia [lictea] ‘Gen. Sg.’
gwozdz [gvuzdz] ‘nail, Nom. Sg.” ~ gwozdzia [gvozdza] ‘Gen. Sg.’
J
r Smierc¢ [emierte] ‘death, Nom. Sg.” ~ Smierci [emiertei] ‘Gen. Sg.’

zerdz [zerdz] ‘perch, Nom. Sg.” ~ Zerdzi [zerdzi] ‘Gen. Sg.’

zoté [zuwte] ‘bile/gall, Nom. Sg.” ~ zofci [zuwtei] ‘Gen. Sg.’

nE=-QOZ[(=|"

- In the case of babcia, [-te] is analyzed as a suffix which blocks epenthesis between it and the
stem of the word (§5.2)
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1

p/b | wrobel [vrubel] ‘sparrow, Nom. Sg.” ~ wrobla [vrubla] ‘Gen. Sg.’
cypel [tsipel] ‘promontory, Nom. Sg.” ~ cypla [tsipla] ‘Gen. Sg.’

t/d |kundel [kundel] ‘mongrel, Nom. Sg.” ~ kundla [kundla] ‘Gen. Sg.’
butla [butla] ‘bottle/jug, Nom. Sg.” ~ butel [butel] ‘Gen. P1.

k/g [cyrkiel [tsrkiel] ‘compass, Nom. Sg.” ~ cyrkla [tsirkla] ‘Gen. Sg.’
wegiel [vegiel] ‘coal, Nom. Sg.” ~ wegla [vegla] ‘Gen. Sg.’
- cykl [tsikl] ‘cycle, Nom. Sg.” ~ cykle [tsikle] ‘Nom. P1.

ts/dz | hycel [xitsel] ‘dog-catcher, Nom. Sg.” ~ hycla [xitsla] ‘Gen. Sg.’
fredzla [frendzla] ‘fringe, Nom. Sg.” ~ fredzel [frendzel] ‘Gen. Sg.’

ts/dz,

fiv | kartofel [kartofel] ‘potato, Nom. Sg.” ~ kartofla [kartofla] ‘Gen. Sg.’
kufel [kufel] ‘tankard, Nom. Sg.” ~ kufla [kufla] ‘Gen. Sg.’

s/z | kapsel [kapsel] ‘(bottle) cap, Nom. Sg.” ~ kapsla [kapsla] ‘Gen. Sg.’

s/z, |dyszel [digel] ‘shaft, Nom. Sg.” ~ dyszle [digle] ‘Nom. PIL.’
kaszel [kagel] ‘cough, Nom. Sg.” ~ kaszle [kagle] ‘Nom. P1.’

X chochla [xoxla] ‘ladle, Nom. Sg.” ~ chochel [xoxel] ‘Gen. P1.’

m

pi/bi

fi/vi

mi

n

1

te/dz

e/z  |mysl [migl] ‘thought, Nom. Sg.” ~ mysli [migli] ‘Gen. Sg.’

rzesl [zgel] “Callitriche (plant), Nom. Sg.” ~ rzesli [zeeli] ‘Gen. Sg.’

nE-SHQOZ|Z|B ([T

- The word cykl may still be marked with a [+Foreign] diacritic, which blocks epenthesis within
the morpheme (§5.1).
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n mi
p/b |2 wapn [vapn] ‘calcium, Nom. Sg.” ~ wapnia [vappa] ‘Gen. Sg.’
t/d  |truten [truten] ‘drone, Nom. Sg.” ~ trutnia [trutpa] ‘Gen. Sg.’
k/g |ogien [ogien] ‘fire, Nom. Sg.” ~ ognia [ogna] ‘Gen. Sg.’
ts/dz
ts/dz, |tgczen [wotsen] ‘Butomus (plant), Nom. Sg.” ~ fgcznia [wotsna] ‘Gen. Sg.’
uczen [utsen] ‘student, Nom. Sg.” ~ ucznia [utspa] ‘Gen. Sg.’
fiv
s/z
8/z, |skorzen [skuzen] ‘leather belt, Nom. Sg.” ~ skorznie [skuzpe] ‘Nom. P1.’
X
m
pi/bi | ropien [ropien] ‘abscess, Nom. Sg.” ~ ropnia [roppa] ‘Gen. Sg.’
stopien [stopien] ‘degree, Nom. Sg.” ~ stopnia [stoppa] ‘Gen. Sg.’
fi/vi
mi
n
1 kopalnia [kopalpa] ‘mine, Nom. Sg.” ~ kopaln [kopaln] ‘Gen. P1.’
te/dz | > kwiecien [kfieteen] ‘April, Nom. Sg.” ~ kwietnia [kfietpa] ‘Gen. Sg.’
- przechodzien [psexodzen] ‘passer-by, Nom. Sg.” ~ przechodnia [psexodpa] ‘Gen. Sg.’
e/z | basn [baen] ‘fairy tale, Nom. Sg.” ~ basni [baeni] ‘Gen. Sg.’
jazii [jazn] ‘the self, Nom. Sg.” ~ jazni [jazpi] ‘Gen. Sg.’
- wigezien [viezen] ‘prisoner, Nom. Sg.” ~ wigznia [viezna] ‘Gen. Sg.’
J
r ciern [teern] ‘thorn, Nom. Sg.” ~ cierni [teerni] ‘Gen. Sg.’
czern [tsern] ‘black, Nom. Sg.” ~ czerni [tserpi] ‘Gen. Sg.’
- duren [duren] ‘stupid person, Nom. Sg.” ~ durnia [durpa] ‘Gen. Sg.’
n
w
N - In the case of wapn, the lack of alternation may be due to the fact that it is a technical
(0) term. As such it behaves more in line with the class of foreign vocabulary (§5.1). See
T also Cm sequences.
E - Many words that exhibit alternations and end in —# (for example kwiecien from kwiat
S ‘flower’ and wigzien from wigzac ‘to tie’) are instances of bimorphemic words where

the suffix unmarked vowel deletes (§5.3)




81

fi/vi pi/bi
p/b
t/d
k/g |cerkiew [tserkief] ‘Orthodox church, Nom. Sg.’
~ cerkwi [tserkfi] ‘Gen. Sg.’
zagiew |zagiev]‘fire-brand, Nom. Sg.’
~ zagwi [zagvi] ‘Gen. Sg.’
ts/dz
ts/dz,
fiv
s/z
§/7,
X marchew [marxef] ‘carrot, Nom. Sg.’

~ marchwi [marNXﬁ] ‘Gen. Sg.’
warzgchew [vazpxef]‘wooden spoon, Nom. Sg.’
~ warzqgchwi [vazpxfi] ‘Gen. Sg.’

- The presence of alternation in konew may be
explained by the fact that it is an archaic unit of
measurement, and as such is not used much in
modern Polish.
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m
p/b
t/d | widmo [vidmo] ‘phantom, Nom. Sg.” ~ widm [vidm] ‘Gen. PL.’
- kadm [kadm] ‘cadmium, Nom. Sg.” ~ kadmu [kadmu] ‘Gen. Sg.’
k/g
ts/dz
ts/dz,
fiv
s/z | pasmo [pasmo] ‘strand/skein, Nom. Sg.” ~ pasm [pasm] / pasem [pasem] ‘Gen. P1.’
> wulgaryzm [vulgarizm] ‘vulgarity, Nom. Sg.” ~ wulgaryzmu [vulgarizmu] ‘Gen. Sg.’
-> pismo [pismo] ‘alphabet/penmanship, Nom. Sg.” ~ pism [pism] ‘Gen. P1.’
- osm [osm] ‘osmium (chem.), Nom. Sg.” ~ osmu [osmu]‘Gen. Sg.’
§/z, | cizma [teizma] ‘ancient footwear, Nom. Sg.” ~ cizem [teizem] / cizm [teizm] ‘Gen. P1.’
- jarzmo [jazmo] ‘yoke, Nom. Sg.’ ~ jarzem [jazem] / jarzm [jazm] ‘Gen. P1.’
X
m
pi/bi
fi/vi
mi
n
1 bielmo [bielmo] ‘endosperm, Nom. Sg.” ~ bielm [bielm] ‘Gen. P1.
film [film] ‘film/movie, Nom. Sg.” ~ filmy [filmi] ‘Nom. Pl.”
te/dz | 2> zaéma [zatema] ‘cataract, Nom. Sg.” ~ zaém [zatem] / zaciem [zateem] ‘Gen. P1.’
wiedzma [viedzma] ‘witch, Nom. Sg.” ~ wiedzm [viedzm] ‘Gen. P1.
¢/z |tasma [tacma] ‘tape, Nom. Sg.” ~ fasm [tagm] ‘Gen. P1.’
j - najem [najem] ‘rental, Nom. Sg.” ~ najmu [najmu] ‘Gen. Sg.’
wjma [ujma] ‘detriment/prejudice, Nom. Sg.” ~ ujm [ujm] ‘Gen. Sg.’
r pokarm [pokarm] ‘food/feed, Nom. Sg.” ~ pokarmu [pokarmu] ‘Gen. Sg.’
n
w hetm [xewm] ‘helmet, Nom. Sg.” ~ hefmu [xewmu] ‘Gen. Sg.’
N - As with wapn in Cp sequences above, the lack of alternation in kadm and osm may be due to
(0] them patterning with foreign vocabulary because they are specialized terminology (§5.1).
T - In the case of widmo (from widzie¢ ‘to see’) and pismo (from pisa¢ ‘to write’), lack of alternation
E may be due to —m being a nominalizing suffix. Furthermore, examples of [zm] sequences are
S often due to the —yzm suffix, which does not exhibit alternation either (§5.2).

- The variability in [zm] sequences may be due to [m] optionally being considered of equal
sonority as plain fricatives and stops.

- The presence of alternation in zaciem and najem may be due to the words being bimorphemic
with a prefix plus an asyllabic root. This phenomenon is not discussed in this paper, but is part
of a possible pattern. See also examples of Cf sequences in syllabic roots that behave as

though they are asyllabic.
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s/z
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p/b
t/d

k/g

ts/dz
ts/dz,
fiv
s/z

fiv

- The variable and unexpected alternation in certain forms involving Cv sequences may be due to
them being coded underlyingly. The situation is similar to Cr sequences (§4.3).




86

t/d

ts/dz
ts/dz,
fiv
s/z

nE=SQOZ|E R (T
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p/b
t/d
kig
ts/dz
ts/dz,
fiv

s/z

nwE=QZ|2 |5

ts/dz

- Words ending in Cts clusters that exhibit alternation may be analyzed as bimorphemic
constructions with a —ec suffix (§5.3).
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p/b
t/d

k/g
ts/dz

ts/dz,

fiv

s/z

- Words ending in Ck clusters that exhibit alternation may be analyzed as bimorphemic
constructions with a —ek suffix (§5.3).




&9

t/d
p/b
t/d
kig
ts/dz
ts/dz,

fiv

s/z

N - In words such as ocet and oset, the initial [o0] may not count towards syllabification. Although
(0) this possibility is not discussed in the paper, these words may be patterning with asyllabic

T roots.

E - The word poczet is archaic and rarely used in modern Polish.

S
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p/b
t/d
k/g
ts/dz
ts/dz,
fiv
s/z

- Words such as pétwysep and torba may be underlyingly encoded (§4.3). These are the only two
examples of alternation in Cb clusters that I have found.

nE=-QZ|Z|R
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The table below illustrates lack of predictability in vowel~zero alternations involving C

and r sequences. The words in the first column exhibit a constant [¢] throughout the paradigm;

the words in the second column exhibit vowel~zero alternations; and the data in the third column

exhibit lack of a vowel in Cr sequences throughout the paradigm. Selected word data is

organized by gender as well as type of consonant involved. Etymologically native words (i.e.

words of Slavic origin) are marked with asterisks to show that foreignness is also not a predicting

factor. All words are listed in their nominative singular form.

constant [€]

alternating [¢]

absent [¢]

Masculine

labial stop amper [amper] *ceber [tseber] ‘type of | *bobr [bubr] ‘beaver’
+r ‘ampere’ container’ *Zubr [zubr] ‘bison’
papier [papier] ‘paper’ |koliber [koliber]
‘hummingbird’
*koper [koper] “dill’
coronal stop |bohater [boxater] ‘hero’ |ester [ester] ‘ester cedr [tsedr] ‘cedar’
+r dromader [dromader] (chemistry)’ *jesiotr [jeeotr]

‘dromedary camel’
folder [folder] ‘folder’
helikopter [helikopter]

‘helicopter’
komputer [komputer]

‘computer’
lider [lider] ‘leader’
miliarder [miljarder]

‘billionaire’
parter [parter] ‘ground

floor’
sutener [sutener| ‘pimp’
skuter [skuter] ‘scooter’

sweter [sfeter] ‘sweater’

sylwester [stlvester]
‘New Year’s Eve’

tender [tender] ‘tender
(coal-car)’

‘sturgeon’
litr [litr] ‘litre’
metr [metr] ‘metre’
centymetr [tsentimetr]
‘centimetre’
kilometr [kilometr]
‘kilometre’
teatr [teatr] ‘theatre’
*wiatr [viatr] ‘wind’
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velar stop
+r

dzoker [dzoker] ‘joker’

hamburger [hamburger]
‘hamburger’

kier [Kier] ‘hearts
(cards)’

likier [likier] ‘liqueur’

*ogier [ogier] ‘stallion’

poker [poker] ‘poker’

*cukier [tsukier] ‘sugar’
szwagier [stagier]
‘brother-in-law’

fricative
+r

deser [deser] ‘dessert’
laser [laser] ‘laser’
pasazer [pasazgr]
‘passanger’
rower [rover] ‘bicycle’
renifer [renifer]
‘reindeer’
rewolwer [revolver]
‘revolver (gun)’
rezyser [reziser]
‘director (film)’
serwer [server]| ‘server
(internet)’

szyfr [sir]
‘cipher/code’

sonorant
+r

fryzjer [frizjer] ‘barber’

inzynier [inziner]
‘engineer’

kontroler [kontroler]
‘controller
(inspector)’

kawaler [kavaler]
‘bachelor’

kelner [kelner] ‘waiter’

milioner [miljoner]
‘millionaire’

numer [numer|
‘number’

premier [premier|
‘premier’

seler [seler] ‘celery’

sufler [sufler] ‘theatre
prompter’

*mamer [mamer]|
‘prison (slang)’
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*iqdro [jodro]
‘testicle/nucleus’
*pietro [pietro]
‘storey/level’
*wiadro [viadro]
‘bucket’

Feminine |labial stop kobra [kobra] ‘cobra’
+r zebra [zebra] ‘zebr’
coronal stop |litera [litera] ‘letter’ fladra [flodra] katedra [katedra]
+r ‘flounder’ ‘cathedral’
*koldra [kowdra] *siostra [eostra] ‘sister’
‘comforter’ tundra [tundra] ‘tundra’
salamandra
[salamandra]
‘salamander’
velar stop *siekiera [cekiera] ‘axe’ | *iskra [iskra] ‘spark’ *ikra [ikra] ‘roe
+r (caviar)’
fricative atmosfera [atmosfera] cyfra [tsifra] ‘number’
+r ‘atmosphere’
sonorant cholera [xolera]
+r ‘cholera’
kamera [kamera]
‘camera (video)’
premiera [premiera)
‘premiere’
Neuter labial stop *srebro [srebro] ‘silver’ | *dobro [dobro] ‘good’
+r *2ebro [zgbro] ‘rib’
coronal stop *biodro [biodra] ‘hip’
+r *futro [futro] “fur’
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