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Abstract—We propose a novel spreading code scheme, trans-
mitter–receiver-based code, for wireless ad hoc networks. The de-
sign facilitates collision resolution using multiuser detection at each
node, and is more bandwidth efficient than creating orthogonal
channels in time or frequency. A subspace-based receiver struc-
ture is introduced, which identifies users of interest, or “active”
users, with minimal prior information on the spreading code en-
semble. A subspace-based blind multiuser detector can then be im-
plemented to suppress multiaccess interference. The performance
of the proposed active user identifier is studied by investigating
its false alarm rate and miss rate . Tradeoffs between
and are discussed, and a graphical method to determine the
threshold value th of the decision statistic used in discriminating
between active and inactive channels is introduced.

Index Terms—Ad hoc networks, code-division multiple access
(CDMA), collision resolution, multiuser detection, subspace iden-
tification.

I. INTRODUCTION

I N PACKET-ORIENTED, random-access ad hoc networks,
packet collision is an important problem to address. Conven-

tionally, when a collision occurs, the collided packets are dis-
carded and later retransmitted. However, retransmissions have
the potential to create further collisions, and thus, severely pe-
nalize the throughput performance, even at relatively light traffic
loads. Effective collision resolution is, therefore, an important
system design issue.

Current collision-resolution research in random-access,
slotted wireless systems [1] involves techniques at the protocol
level, modulation level [2], and signal processing level [1], [3],
[4]. Protocol-level collision resolution concentrates on avoiding
collisions before they take place, and in scheduling retransmis-
sions after a collision is detected. However, this implies that
only one packet can access the channel in a time slot and results
in low maximum throughput. Signal-processing-level collision
resolution usually requires a large amount of overhead, such as
embedding known symbols in the transmitted data packets. It
also tends to be very computationally expensive when applied
to an uncoordinated system. Modulation-level collision resolu-
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tion, on the other hand, is much more versatile and attractive. It
enables multipacket reception in a well-designed system, as we
will demonstrate in this paper.

Modulation-level collision resolution is achieved with the
help of channelization. Channelization is traditionally achieved
by transmitting signals in orthogonal channels. The most
common channelization techniques include frequency-divi-
sion multiple access (FDMA), time-division multiple access
(TDMA), and code-division multiple access (CDMA). Given
a central controller, such as a cellular base station assigning
orthogonal channels to individual users, packet collision will
not arise. However, applying the same concept to a fully
connected wireless network with nodes requires
orthogonal channels, one for each possible transmitter–receiver
pair, in order to totally solve the packet-collision problem via
channelization. This translates into a bandwidth expansion
factor of , whether using TDMA, FDMA, or CDMA,
and represents a great waste of bandwidth, because when the
network carries bursty traffic, only a small percentage of these
channels are occupied at any given time.

However, with a carefully tailored spreading code design,
such as the one to be presented in Section II, CDMA allows
us to have a small bandwidth expansion factor which
is designed for the average network traffic, instead of the max-
imum number of possible connections. In the proposed design,
the value of must not be smaller than , but can otherwise
be chosen as spectrally efficient as desired under some quality
of service (QoS) constraints, such as the probability of missing
a transmitted packet or the probability of flagging an inac-
tive channel as active .

The coupling of this spectrally efficient CDMA modulation
scheme and random access comes with a price, however, as
packets are no longer transmitted using orthogonal channels.
Fortunately, multiuser detection enables the reliable separation
of nonorthogonal signal streams. In particular, certain multiuser
detection schemes [5], [6] are “blind,” in the sense that they
do not require knowledge of the interfering code channels at
the receiver. Once the desired spreading code is known, in our
case, through active user identification, multiaccess interference
(MAI) can be suppressed using a blind multiuser detector. This
setup consisting of a subspace-based active user identifier, fol-
lowed by a subspace-based blind multiuser detector, is what
we propose in our “collision-free” CDMA ad hoc network de-
sign. Unlike the protocol-level collision resolution method, it
allows for multipacket reception; unlike previous signal-pro-
cessing-level techniques, it is not fully blind and is therefore
less complex to implement. In fact, because both of the main
modules in the receiver are based on subspace identification, a
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lot of necessary information is common, and this reduces com-
plexity.

The rest of the paper is organized as follows. Section II in-
troduces a new spreading code scheme. Section III explains the
signal model used in this paper. Section IV addresses the issue
of active user identification by applying a multiple signal classi-
fication (MUSIC)-based technique. Section V presents the per-
formance analysis of this active user-identification technique.
Section VI includes simulations that compare our theoretical
analysis with experimental data. Finally, Section VII contains
the conclusions.

II. SPREADING CODE SCHEME

In this section, we will introduce a spreading scheme for ad
hoc networks that is both immune to packet collisions and cre-
ates less MAI than competing schemes. The proposed scheme is
based on the following packet radio spread-spectrum techniques
[2].

1) Transmitter-Based Code: A unique spreading code is al-
located to each terminal. Each transmitter transmits data
using its own code. If the system is synchronous and these
codes are orthogonal to each other, there will be no colli-
sion.

2) Receiver-Based Code: A unique spreading code is al-
located to each terminal. The transmitter transmits data
using the destination’s code. The receiver does not need
any addressing information in the received data packet,
because the knowledge of its own spreading code is suf-
ficient to decode messages directed to it.

The practical issues with the above schemes are as follows.
For the transmitter-based code, a heavy decoding burden is
placed on the receiver, because at the beginning of each packet,
it needs to retrieve the destination address information in the
header of all concurrently transmitted packets to determine
if it is one of the intended receivers. For the receiver-based
code, unresolvable collisions would occur if two users transmit
packets to the same user in the same packet slot.

In light of these concerns, we propose a novel spreading code
scheme, transmitter–receiver-based code (TRBC), for wireless
ad hoc networks. As its name implies, TRBC is based on the
identities of both the originating and destination nodes.

TRBC: Each node in the network is assigned two unique bi-
nary spreading codes and of pro-
cessing gain . Suppose node needs to transmit a packet to
node , the spreading code used by node is

(1)

where denotes the Hadamard (or Schur) product of two ma-
trices, i.e., is the element-wise product of vectors and

.
Notice that the transmitter-based code and receiver-based

code are two special cases of the proposed TRBC code scheme.
By setting or to an all-one vector, the TRBC code
reduces to the transmitter-based or receiver-based code, respec-
tively. The optimal code-design scheme for and is an
open question, which will not be discussed in this paper. For
simplicity, we will choose to be a set of orthogonal codes,

a subset of a group of Walsh codes of length , for instance.
In addition, we will make a set of pseudonoise (PN) codes
of length . Specifically, is used as the source identifier,
and as the destination identifier. The advantage of such a
choice is twofold. First, makes the packets transmitted to
any given receiver from two or more nodes orthogonal to each
other, which renders the joint detection of these packets much
simpler. Second, causes all the spreading codes to appear
“random” to each other, which reduces the chance of strong
interference between highly correlated spreading codes.

To demonstrate the first advantage of TRBC mentioned
above, we rewrite (1) as , where
(i.e., is a square diagonal matrix formed by elements of
vector ). So we have, for

(2)

This implies there is no interference between desired packets
at any receiver. In the extreme case, if all packets are destined
for one receiver, a cellular-type network topology, for example,
that receiver sees an MAI-free channel and can use a simple
matched-filter bank to detect different packets. All other re-
ceivers see only noise. On the other hand, if some packets are
destined for a receiver and others are not, that receiver sees an
MAI channel. This motivates the use of a multiuser detector to
recover the packets of interest among unknown interferers. The
orthogonality between the desired packets allows us to use a
group multiuser detector with reduced complexity [6], in which
the “intracell” interference is zero.

The spreading gain in a CDMA ad hoc network is closely
tied to the average network traffic, as is roughly the upper
bound of the multiuser receiver decoding capability. We will see
in Section V that the value of also influences the total number
of concurrent packets that the active-user identifier can accom-
modate. These issues imply that a larger results in a better
system performance, both in terms of number of allowable users
and error rate. But on the other hand, the bandwidth occupied
by the system increases as increases. Therefore, a suitable
should be as small as possible to conserve bandwidth, while at
the same time, large enough to ensure that typical network traffic
(indicated by number of packets per packet slot) is within the ca-
pability of the multiuser receiver and the active-user identifier.

III. SYSTEM MODEL

Consider a synchronous direct-sequence (DS)-CDMA wire-
less ad hoc network with users. Each user is free to enter or
leave the channel in a random fashion with data transmitted in
packets. The system is slotted and the nodes are only allowed
to initialize transmission at the beginning of each time slot. We
now look at one packet interval over an additive white Gaussian
noise (AWGN) channel. The number of packets that are trans-
mitted simultaneously is assumed to be . The received base-
band signal is thus

(3)
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Fig. 1. Proposed receiver structure.

where is the packet size in symbols ignoring the packet
header, is the symbol duration, is the spreading
waveform of the th packet, is the amplitude of the th
packet, and is the th symbol transmitted in the th
packet. We assume to be white Gaussian noise with zero
mean and power spectral density . It should be noted
that does not correspond to the identity of any node in the
network. It is simply a convenient label to differentiate between
the concurrent packets. A more proper set of labels which
corresponds to the identities of the transmitters and receivers
is shown in (1).

The spreading waveform can be expressed as

(4)

where denotes a unit rectangular pulse with chip duration
and is the th chip of the th spreading se-

quence.
By sampling the received signal at chip rate, (3) can be

rewritten in the well-known vector form

(5)

where is the spreading code matrix con-
sisting of the spreading sequences of the active packets in
the current slot. Also, we have and

, which represent the amplitude and trans-
mitted information bits of these packets, respectively. Given that
the system is synchronous, we will drop the symbol index from
our notation hereafter.

IV. SUBSPACE-BASED ACTIVE-USER IDENTIFICATION

A. Receiver Structure

As shown in Fig. 1, our proposed multiuser receiver is a
combination of two functional modules, namely, the active-user
identifier and the multiuser detector. The active-user identifier
is designed to identify the spreading codes modulating the
packets that the multiuser detector needs to detect. A very
important feature of this structure is that the two modules
are both subspace based, and hence, are capable of sharing
a single subspace estimation unit, leading to some saving of
computation resources. Although the optimal joint design of
the receiver is an interesting problem, for the purpose of this
paper, we will only concentrate on the design and analysis of
the active-user identifier.

B. Signal Subspace Estimation

The proposed active-user-identification algorithm is sub-
space based, and thus requires eigenvalue decomposition
(EVD) of the autocovariance matrix of the received vectors.
The autocovariance matrix is given by

(6)

and is approximated by in prac-
tice. Since is positive definite, we are able to perform EVD
as follows:

(7)

where contains the signal subspace eigenvectors,
and contains the noise subspace eigenvec-
tors. The diagonal matrix contains the signal eigenvalues,
denoted by , where is the rank of the signal subspace.
Similarly, the diagonal matrix contains the noise eigen-
values, denoted by . Without loss of generality, we
assume that the eigenvalues are sorted in nonincreasing order

.
The separation of the autocovariance matrix into signal and

noise components requires knowledge of the rank of the
signal subspace, which is also equal to the number of packets
that are concurrently transmitted or, alternatively, the cardinality
of (the set of all active users). Various rank-estimation tech-
niques have been reported in the literature [7], [8]. In this paper,
we shall assume the rank of the signal subspace is always per-
fectly estimated.

C. Active-User Identification

Wu and Chen [9] suggested a MUSIC-based method for iden-
tifying the active users, provided that we know the pool of all
possible spreading codes that may be used in transmission. In
other words, if we denote the set of all possible spreading codes
as , the identifier is able to find the set of all active users, des-
ignated by .

The scenario in this paper is slightly different. First of all, the
set of relevant spreading codes is different for each receiver. We
will denote the set of relevant spreading codes for receiver to
be , which has the following properties:

(8)

where is the total number of nodes in the network.
Second, receiver is not interested in decoding all the active

users , since some of the packets being transmitted may be
communications between two other users and , and is picked
up only because receiver is within range of the transmitted
signal. The set of active users of interest to receiver is denoted
as , which has the following properties:

(9)

(10)

The task of the active-user identifier of receiver , therefore,
is to find , i.e., to identify the spreading codes among all
active users (denoted by ) that are in . The data-detection
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Fig. 2. Five-node network example.

stage that follows will then decode information modulated by
the spreading codes in . These spreading codes also act as
identity labels for the senders of the information, due to the
TRBC code format.

In the simple five-node network example shown in
Fig. 2, and

. Therefore, .
The task of the user identifier in receiver 1 is to detect that
users 2 and 4 are transmitting to it.

For receiver , the MUSIC-based identification method works
by projecting all the spreading codes in onto the estimated
signal subspace (which is the space spanned by all spreading
codes in and is represented by ). This approach is sup-
ported by the observation , where
is a spreading code matrix formed by all spreading codes in .

By definition, the set contains spreading codes
, where represents the sender of the packet

and represents the intended receiver of the packet. Using the
MUSIC-based projection method, we obtain a set of identifier
outputs for the candidate spreading codes of receiver

(11)
Ignoring subspace estimation errors, for an active sender

who is transmitting a packet to receiver , would have a
value of one because . Conversely, for an in-
active user, i.e., but , the identifier output
does not, in general, take on discrete values. Instead, it will be
a continuous random variable distributed in (0,1). In this ideal
situation, the active and inactive users can be easily separated
depending on whether the identifier output is one. However, in
practice, due to unavoidable subspace estimation errors, for
an active is also a continuous random variable distributed in
(0,1). Thus, we need to separate active users from inactive users
based on the set of values by setting a threshold
value so that is estimated as

(12)

The setting of this threshold value is crucial to the perfor-
mance of the identifier and is strongly dependent upon the dis-
tribution of for both active and inactive users. Wu and Chen
[9] studied the effect of finite window size on discrete identifier
outputs. A special case of Gold codes is considered, where
only takes on one possible value for inactive users. However,
the Gold code set has a very limited population (maximum of
different spreading sequences for a spreading gain of ), which
makes it unsuitable to be used in an ad hoc network where a large

spreading code population is needed. This motivates us to
consider a more general case where the codes are randomly se-
lected, and have unit norm. For a random spreading code set
of reasonably large size, the distribution of the spreading vec-
tors in -dimensional space is well approximated by a uniform
continuous distribution over the surface of an -dimensional
sphere. (This continuous approximation was originally used for
the analysis of lattice codes [10].) We use this observation to
study the distribution of identifier outputs for both inactive users
(hereafter denoted as for convenience) and active users (de-
noted as ).

It should be noted that TRBC can be analyzed using the
random spreading assumption, because it uses pseudorandom
scrambling sequences, and whether a spreading vector is active
is a random event. This claim is supported by simulations in
Section VI.

V. PERFORMANCE ANALYSIS OF ACTIVE-USER IDENTIFICATION

A. Mathematical Model

From this section to Section V-D, we investigate the distri-
bution function of . The statistics of (inactive users), to-
gether with the statistics of (active users), determine the best
value for the threshold , given the constraints on false alarm
rate and miss rate.

The eigenmatrix of spans the -dimensional vector
space, and since is unit norm, the vector
also has unit norm. The first components of , de-
noted , , comprise the projection of
onto the signal subspace. More importantly, our decision
statistic . When is active, obviously

, in the absence of subspace estimation errors.
When is inactive, is denoted and is a random

variable, because now has no fixed relationship with .
It is clear that the distribution of depends on the distribution
of . Since all unitary matrices, such as , represent rotations,

is simply the rotation of a random vector that is uniformly
distributed on the surface of a unit sphere to another point on
that sphere, and must itself be uniformly distributed on the unit

-dimensional sphere.
Hence, the distribution of is equivalent to that of

(13)

given that is uniformly distributed on the surface of a unit
sphere. To find the distribution of , we introduce the fol-
lowing lemma.

Lemma 1: The probability density function (pdf) of

(14)

when is uniformly distributed on the surface
of an -dimensional unit sphere, is equivalent to the pdf of

(15)
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when is uniformly distributed inside the volume of an -di-
mensional unit sphere. (Such an is called a spherically uniform
random vector [11].)

Proof: See Appendix A.
For spherically uniform , the joint pdf of the components of
is

(16)

where is the volume of an -dimensional unit sphere.
The rationale behind such a transformation is the ease of eval-

uation of a volume integral as compared to a surface integral.
The cumulative distribution function (cdf) of can be easily
formulated as

(17)

The evaluation of this integral in Cartesian coordinates is quite
cumbersome, thus we shall use polar coordinates.

B. Polar Coordinates in -Dimensional Space

Polar coordinates in two-dimensional space are con-
nected with Cartesian coordinates via the relations

(18)

(19)

The transformation from Cartesian coordinates to polar co-
ordinates can be generalized for -dimensional space with the
following transition formulas [12]–[15]:

...

(20)

, , .
With some straightforward manipulations [12], [13], we obtain
the volume element as

(21)

We denote the interior of an -dimensional sphere of radius
as . The volume of an -dimensional sphere of radius
can be evaluated as1

(22)

(23)

(24)

where . can be calculated as in [14] by
introducing the following notation:

for (25)

1If V is used without an argument, it is understood that R = 1.

Hence

if is odd

if is even.
(26)

Consequently

(27)

C. pdf Approximation for Small

To derive the pdf for , or equivalently , we make use of
an inherent connection between Cartesian coordinates and polar
coordinates. The angles in polar coordinates can be determined
via [12]

(28)

Subsequently, we have

(29)

We are, therefore, able to rewrite (17) in polar coordinates
using (16), (21), and (29) as

(30)

Equation (30) is the integral representation of the cdf we in-
tend to derive in polar coordinates. In general, this integral does
not have a closed-form solution, but for , we can use (28)
to simplify the region of integration substantially. Now the cdf
becomes

(31)
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where . We already calculated in
(26) and will do the same for

(32)

After simplifying the finite series, we obtain a general repre-
sentation of as shown in (33) at the bottom of the page.

Note that we have relaxed the definition of the notation
in (25) to allow so as to make the expression more
compact. The cdf can thus be expressed as shown in (34) at the
bottom of the page.

Differentiating , we have the pdf of as shown in
(35) at the bottom of the page.

The above equation provides the theoretical exact pdf for
the case of one active user. Interestingly, it so happens that
the one active user case cannot adopt this approach, because

is a discrete random variable, rather than a continuous
one. It is only when is larger that becomes essentially
a continuous random variable. In fact, for the case of ,
the analysis could have been a lot simpler as only takes on
discrete values for
even , and
for odd .

However, the exact pdf (35) of provides a foundation for
approximating the pdf of for larger values of . For large
and relatively small , the pdf of can be approximated as

or
(36)

This approximation is valid for large and small
because the random variables

are only loosely correlated
in such cases, and thus can be approximated as independent
random variables. In brief, can be approximated as the

-fold convolution of the pdf of , .

D. pdf Approximation for Large

For large , there is an alternative way to approximate the pdf
of , which is obtained by observing the following property
about (15).

Lemma 2: In the limit as , when
is spherically uniform within the unit

sphere, are independent and identically dis-
tributed (i.i.d.) random variables with Gaussian density

(37)

where .
Proof: See Appendix B.

This proof was presented in [11] and is provided here for
completeness. A different proof is independently shown in [10]
by a conditional-entropy argument.

Based on Lemma 2, we are able to derive a closed-form pdf
expression for given the following properties [16, pp. 101-
102], [17].

odd

even

(33)

odd

even

(34)

odd

even

(35)
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Fig. 3. Beta approximation for the pdf of d (N = 64,K = 1–10).

• If are i.i.d. Gaussian random variables
with zero mean, then ,
are random variables with one degree of freedom. And

is a random variable with degrees of
freedom.

• A random variable with degrees of freedom is a spe-
cial case of a Gamma random variable

and (38)

with and .
• If and are independent random variables with

Gamma distribution having parameters and
, then has a Beta distribution

with parameters , and the pdf is

(39)

With the above properties, we have that
is a Gamma random variable with parameters

, and is a
Gamma random variable with parameters .
According to (39),

has a Beta distribution with parameters
, therefore

(40)

The cdf is an incomplete Beta function

(41)
A family of curves of in (40) is plotted in Fig. 3 for

and 1–10.

E. pdf Approximation

The approximate distribution of as a function of the
window size (number of symbols used to evaluate the covari-

ance matrix ) was first derived in [9] as a modified noncentral
chi-square random variable with degrees of freedom

(42)

where , and is the th-order modified Bessel
function of the first kind. is the th-order general-
ized Marcum’s -function. Unfortunately, this approximation
is relatively crude and does not take into account the signal sub-
space estimation error due to finite signal-to-noise ratio (SNR).
Indeed, the distribution of is a joint function of , , ,
SNR, and the channel model. The large number of parameters
makes it nontrivial to rigorously derive an accurate approxima-
tion for .

To preserve the generality of analysis in this paper, we chose
not to adopt this analytical approximation due to the limitations
of the model it assumes. In other words, a general analytical ex-
pression for the distribution of remains an important
open issue, which is for now best addressed on a case-by-case
basis. In the rest of the paper, we will use Monte Carlo simula-
tions to approximate the distribution of .

F. Identifier Error Rate

The identifier error rate is governed by the value of , which
is, in turn, determined by the distribution of (active users)
and (inactive users). There are two types of identifier errors,
encapsulated in the following performance measures.

Probability of false alarm. A false alarm occurs when
an inactive user is mistakenly categorized as an active user
by the active-user identifier.

Probability of miss. A miss occurs when an active user
is mistakenly overlooked by the active-user identifier.

A practical design problem would be to choose the value for
, given the required , , and network traffic . These

constraints cannot be satisfied independently, as the variation
in and changes and simultaneously. Section VI
will demonstrate a graphical approach to determine given
the maximum allowable and .

Relating to the cdf approximations introduced in previous
sections, the probability of generating a false alarm for a par-
ticular inactive user and the probability of generating a miss for
a particular active user with a network traffic of packets are,
respectively

(43)

(44)

where and are the cdfs of and , respec-
tively.

VI. SIMULATION EXAMPLES

A. Distributions of and

As Fig. 4 illustrates, we present a set of experimental and an-
alytical pdfs for and . First, we generate the experimental
pdfs of and using statistics of the identifier output over
100 000 independent trials. In each trial, a set of
TRBC codes are generated by setting to be a set of orthog-
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Fig. 4. pdf of d (N = 64, K = 7, SNR = 15 dB).

onal codes, and a set of random codes of length . of
these spreading codes are randomly chosen and placed in (the
set of active users) with equal power. One of the receivers is
randomly chosen, and its inactive spreading codes are projected
onto the estimated signal subspace to generate the experimental
pdf of . Another spreading code randomly chosen from the
set is projected on the estimated signal subspace to generate
the experimental pdf of .

Second, we want to show that the statistics of as a result of
the TRBC spreading code scheme can be closely approximated
by the “random” spreading code assumption. We generate the
experimental pdf of using statistics of the identifier output
over 100 000 independent trials. In each trial, randomly gen-
erated spreading codes are placed in . One other spreading
code is randomly generated (which does not belong to ) and
is tested as the inactive user. We see that the experimental pdf of

generated here using the random spreading code assumption
is almost exactly the same as the one generated using the TRBC
scheme. The similar observation goes for , although the pdf
of generated using random spreading code assumption is
not plotted here. The almost identical ’s resulting from two
different spreading code schemes demonstrate the validity of
our effort in deriving the analytical pdf of using the random
spreading code assumption.

Lastly, we compare the Monte Carlo simulations of
with the analytical predictions. In particular, we plot the
approximation by Beta distribution in (40) and the -fold
convolution in (36). We see that the analytical pdfs for
are very good matches for the experimental results. The
closeness of the Beta distribution shows that it is not neces-
sary for to be excessively large for this approximation to
be accurate. The fact that the -fold convolution pdf also
fits the experimental result well shows the assumption that

are weakly
correlated is a correct one.

As depicted in Fig. 4, we also see how important it is to
set an appropriate value for , so as to minimize the proba-
bility of miss and false alarm. Obviously, the region for the best

Fig. 5. d as a function of K for P = 1%, P = 2%, P = 5%, and
P = 10%.

Fig. 6. d as a function of K for P = 1%, P = 2%, P = 5%, and
P = 10%.

threshold is around , which is almost impossible to
predict without the prior knowledge of the pdfs of and .

B. Miss Rate and False Alarm Rate

From the simulation in Fig. 5, we show the variation of as
a function of for false alarm rate 1%, 2%, 5%, and 10%.
The curves obtained from both experimental and analytical re-
sults are consistently close to each other. The analytical values
are calculated based on (43). We make use of experimental pdfs
of generated from Monte Carlo simulations using TRBC
spreading codes described in Section V to arrive at the exper-
imental values for .

Fig. 6 illustrates the change of as a function of ( and
SNR are fixed) for miss rate 1%, 2%, 5% and 10%. As
pointed out in Section V-E, we do not have a good analytical
prediction of the simulation result, so we only plot the exper-
imental curves calculated based on Monte Carlo simulations
using TRBC spreading codes.
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Fig. 7. Permissible range of d as a function ofK for P = 2%, P = 2%.

Finally, we will summarize the tradeoffs between the false
alarm rate and miss rate by introducing a graphical ap-
proach to select a range of values for for given , , SNR,
and maximum , . For the case of , , SNR

dB, and , , the shaded region in Fig. 7
is where can be chosen to satisfy the constraint set by and

. In particular, the range – is where can be chosen for
. The result agrees with our observation from Fig. 4 that

the best value for is in the vicinity of 0.3. Obviously, if we
have a family of such curves, we may easily locate where
the tradeoff between and is optimized.

VII. CONCLUSIONS

In this paper, we studied the problem of improving the
throughput of a random-access wireless ad hoc network
through multiuser detection at the physical layer. We devel-
oped a novel spreading code scheme (TRBC) for DS-CDMA
networks which embeds the address information of both the
transmitter and receiver in the spreading codes, so that the
receiver may identify the packets addressed to it without
actually decoding the packet.

Furthermore, a subspace-based active-user identification
technique was discussed, followed by the corresponding per-
formance analysis. The subspace-based approach introduces
almost no additional complexity to the receiver if the receiver
is designed to use a subspace-based multiuser detector [5],
for in this case, the eigenvalue and eigenvector information is
readily available. A group-blind multiuser detector [6] can be
used when multiple packets are concurrently transmitted to the
receiver. The fact that the spreading codes of these packets are
orthogonal to each other, as a result of our TRBC code-design
scheme in (1), makes the implementation of such a detector
particularly simple. In addition, an adaptive version of joint
active-user identification and multiuser detection can be easily
derived based on the adaptive subspace multiuser detection
algorithm presented in [5], [18], and [19].

Fig. 8. Projection of uniformly distributed points inside the unit sphere to the
surface of the sphere.

APPENDIX A

Proof of Lemma 1

A spherically uniform random vector has a pdf in polar
coordinate as

(45)

where . The independence of the pdf with respect
to is due to the fact that a spherically uniform
random vector has uniformly distributed angles to the Cartesian
axes, but a nonuniform distribution along the radius. For
any random point uniformly distributed
inside the -dimensional unit sphere, there is a projection

along the direction of onto the surface of the sphere at
, where is the center of the sphere (see

Fig. 8). Denoting ,
the coordinates of point may also be written as

.
The projected point has a distribution

on the surface of the sphere, evaluated as follows:

(46)

(47)

(48)

Since this pdf is a constant given , is uniformly dis-
tributed on the surface of the sphere. We are interested in finding
the distribution of

(49)

But equivalently

(50)

(51)

Therefore, the distribution of
subject to (s.t.) uniformly distributed on the
surface of the unit sphere is equivalent to the distribution of

s.t.
uniformly distributed inside the unit sphere.
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APPENDIX B

Proof of Lemma 2

Given that is spherically uniform inside an -dimensional
unit sphere, the probability density of , , is , where

is the volume of an -dimensional unit sphere. The mar-
ginal density of one component of , say , is
integrated over the region . The region of
integration is itself an -dimensional sphere of radius

, and the integral is the volume of this sphere. So we
have

(52)

where denotes the volumn of an -dimensional
sphere with radius , and the second equality comes from (27).
Since the marginal pdf must integrate to unity, we have

(53)

The variance of can also be evaluated as

E

(54)

To show that asymptotically approaches a Gaussian
random variable, we let . So is a unit
variance random variable with pdf

(55)

As , both and can be replaced by ,
and

(56)

Therefore, is a Gaussian random variable with variance
for . Simple argument can be used to show

that are asymptotically i.i.d.
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