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Abstract: The most common approach to remote
point-of-gaze estimation uses the centers of the pil
and one corneal reflection. The drawback of this
methodology is that, by itself, it suffers from
estimation errors when the head moves. This paper
shows that it is possible to estimate the point-afaze
with free head movements by using more than one
corneal reflection. A mathematical model is
discussed in detail and a specific system
implementation that uses one camera and two light
sources to estimate the point-of-gaze on a computer
screen is described. Experimental results obtained
with four subjects vyielded RMS point-of-gaze
estimation errors that were less than 10 mm for all
experimental conditions (about 0.9° of visual angle
when the eye is at a typical distance of 65 cm from
the computer screen). This implies that it is poskle
to distinguish unambiguously about 18 x 14 pointsro
the screen of a 19” monitor.

Introduction

The point-of-gaze is the point in space that isgeth
on the center of the highest acuity region of théna
(fovea) of each eye. Estimation of the point-of@éz
required for the determination of visual scanning
patterns. Since visual scanning patterns closdlgvio
shifts in attentional focus, they provide insigmtoi
human cognitive processes. As such, analysis ofalis
scanning patterns is used, for example, in theysaid
mood, perception, attention and learning disordigfs
[3]. For these applications, it is desired to eatenthe
point-of-gaze remotely (i.e. without attaching any
device to the subject) while allowing for free head
movements.

Most modern remote point-of-gaze estimation
systems are based on the analysis of eye featoags t
are extracted from images captured by a video camer
The most common approach to remote point-of-gaze
estimation uses the centers of the pupil and oneeced
reflection [4]. The corneal reflections (first Punje
images) are virtual images of light sources (usuall
infrared) created by the front surface of the carne

which acts as a convex mirror. The drawback of this
methodology is that, by itself, it does not tolerhead
movements. This paper presents a system that éstima
the point-of-gaze with free head movements by using
more than one corneal reflection.

The following section presents a mathematical
model for remote point-of-gaze estimation using the
coordinates of the centers of the pupil and corneal
reflections (glints) estimated from images captusgd
video camera.

Mathematical Model

The point-of-gaze is formally defined as the
intersection of the visual axes of both eyes wlité 3D
scene. The visual axis is the line connecting theter
of the fovea with the nodal poinbf the eye’s optics
(Figure 1). Since in the human eye the visual axis
deviates from the optic axis [4], the developmerat t
follows is divided into two parts. The first padnsiders
the problem of reconstructing the optic axis of dye
from the centers of pupil and glints in the imagéshe
eye. The second part deals with the reconstructidhe
visual axis from the optic axis, and the estimatiéthe
point-of-gaze.

Under the assumptions that the light sources are
modeled as point sources and the video camera is
modeled as a pinhole camera, Figure 1 presentg-a ra
tracing diagram of the system and the eye, whdre al
points are represented as 3D column vectors (lwolt) f
in a right-handed Cartesian world coordinate system
Consider a ray that comes from light sourcg, and
reflects at a poing; on the corneal surface such that the
reflected ray passes through the nodal poaft the
camera,0, and intersects the camera image plane at a
point u;. The condition that the ray coming from the
point of reflectiong; and passing through the nodal

* The nodal point of an optical system is the paintthe optic axis
where all lines that join object points with the&spective image
points intersect.

2 The nodal point of a camera is also known as cafterojection,

camera center, and, sometimes, lens center.
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Figure 1: Rayracing diagram (not to scale in order to be ablshow all the elements of interest), showing st

representations of the eye, a camera and a ligintso

point of the camerag, intersects the camera image
plane at pointy;, can be expressed in parametric form as

g, =0+k,,(0-u,) for someky; &y

whereas, if the corneal surface is modeled as &eson
spherical mirror of radiu®, the condition thagj; is on
the corneal surface can be written as

jo.-d=R

wherec is the center of corneal curvature.

The law of reflection states two conditions: (ag th
incident ray, the reflected ray and the normal ret t
point of reflection are coplanar; and (b) the aagh
incidence and reflection are equal. Since vedipr(C)
is normal to the spherical surface at the point of
reflectionq;, condition (a) implies that points q;, ¢ and
o are coplanar. Noting that three coplanar vecégprs,
and ag satisfya; x a, ® a3 = 0, condition (a) can be
formalized as

(I, ~0)x(q, ~0)* (-0) =0 .

()

®3)

Since the angl@ between two vectora andb can be
obtained froma e b = ||a||||b|| cos @, condition (b) can
be expressed as
(Ii_qi).(qi_c)[ﬂb_qu @)
=(0-q;)*(q, —©) Eq]li _qu .

Next, consider a ray that comes from the pupil
center,p, and refracts at point on the corneal surface
such that the refracted ray passes through thelnoda
point of the camera, and intersects the camera image
plane at a poinv. The condition that the ray coming
from the point of refractiom and passing through the
nodal point of the cameray, intersects the camera
image plane at point, can be expressed in parametric

form as
r=o+k (o-v) for somek; ,

(5)

whereas the condition thatis on the corneal surface
can be written as

[r-d=r- (6)

The law of refraction states two conditions: (2@ th
incident ray, the refracted ray and the normal het t
point of refraction are coplanar; and (b) the angle
incidence, 8;, and the angle of refraction),, satisfy
Snell’'s law (i.en; sin§; = n, sin @,, wheren; andn, are
the indices of refraction of mediums 1 and 2). 8inc
vector f —c) is normal to the spherical surface at the
point of refractiorr, condition (a) implies that points
r, c ando are coplanar, which can be formalized as

(r-0)x(c-0)*(p-0)=0. ()

Since the sine of the anglebetween two vectora and

b can be obtained fronjja x bl = |jal||b|| sin 6,
condition (b) can be expressed as
n, Ofr —0)x(p—r)|Qlo—r]|

8

=n, [r —c)x(o~r)||dp-r

where n; is the effective index of refraction of the
aqueous humor and cornea combinedrgrid the index
of refraction of air£ 1). In this model, the refraction at
the aqueous humor-cornea interface is neglectezk sin
the difference in their indices of refraction is &m
relative to that of the cornea-air interface. Otihe
refraction at the cornea-air interface is takeno int
account and the aqueous humor and cornea are
considered as a homogenous medium.

Finally, considering the distancK between the
pupil center and the center of corneal curvaturdddo
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lp-c=K - (9)

Since the optic axis of the eye passes through the

pupil center f) and the center of corneal curvatucg (

if the above system of equations is solvedd@ndp,

the optic axis of the eye in space can be recaststilas

the line defined by these two points. Notice timadider

to solve the above system of equations, the eye
parametersk, K andn;, have to be known. These eye

COSP,.SING,
SiN@ee
—C0SP,, COSO,,

p-c _
v (10)
o=

If the horizontal and vertical angles between the
visual and optic axes are given by, and LGy,
respectively, the orientation of the visual axis dze
expressed by the pan anglg{ +as.) and the tilt angle

parameters are subject-specific and are not easily (Fqe +5e), Where all angles are signed. In particular,

measured directly. Therefore, in general, they are
obtained through a calibration procedure that is
performed for each subject (an example is proviided
the next section). The typical values of these eye
parameters a® = 7.8 mm [4], [5],K = 4.2 mm [5], and

n; = 1.3375 [6].

Since the point-of-gaze is defined as the inteisect
of the visual axis rather than the optic axis wiie
scene, the relation between these two axes hagto b
modeled. The visual axis is the line defined byrnbdal
point of the ey@ and the center of the fovea (i.e. the
highest acuity region of the retina correspondm@ .6
to 1° of visual angle), and deviates from the optts
[4] (Figure 1). In a typical adult human eye, tlowda
falls about 4-5° temporally and about 1.5° below th
point of intersection of the optic axis and thena{7].

Al

optic axis of the eye

| L
K 4
C
Ooye Xall X
doe y : > Yo/l Y
.,..“e“eye “Za Zall Z

e

Xa

d : center of rotation
¢ : center of corneal curvature
p : pupil center

Figure 2: Orientation of the optic axis of the eye.

In order to formalize the relation between the alsu
and optic axes, suppose that the scene is a \gtaoee
(e.g. a projection screen or computer monitor) trad
the world coordinate system is a right-handed 3D
Cartesian coordinate system whos€Y-plane is
coincident with the scene plane, with théaxis
horizontal, theY-axis vertical and the positivé-axis
coming out of the scene plane. Then, the orientatio
the optic axis of the eye can be described by te p
(horizontal) angle@,. and the tilt (vertical) angl@eye
defined in Figure 2, where the world coordinateteays
is translated to the center of rotation of the elyeAs it
can be derived from this figure, the angtgg and @eye
can be obtained frora andp by solving the following
equation:

% Actually, the eye has two nodal points, 0.3 mnrar the sake of
simplicity, a single nodal point is considered.

Oee < 0 for the right eye whiler,e > 0 for the left eye,
and By > 0. The eye parametetg,. and Sy are also
subject-specific and are usually estimated as @
calibration procedure that is performed for eadbjext.

To completely define the visual axis in space, in
addition to its orientation, a point through whidah
passes is required. The visual axis and the opig a
intersect at the nodal point of the eye. Sincerthéal
point remains within 1 mm of the center of corneal
curvature for different degrees of eye accommodatio
[4], for the sake of simplicity, the nodal point is
assumed to be coincident with the center of corneal
curvature ¢).

From the above discussion, it follows that the aisu
axis can be then described in parametric form as

COS@eye + ﬂeye) Siﬂ(@eye + O’eye)
Sin(¢eye + ﬁeye)

- Cos@eye + ﬁeye) Coseeye + aeye)

for all k. Since it was assumed that the scene plane is at
Z =0, the point-of-gaze is given by (11) for a weabfk,
such that th&-component of), gz, equals 0, that is,
k = G .
¢ cOS@q. t B,.) COSO,, *+ Q)

In the remainder of this section, it is assumed tha
the world coordinates of the positions of the light
sources I(), the nodal point of the camera) (and the
centers of the pupiVj and glints ;) in the eye images,
are known. Since the centers of the pupil and glinat
are estimated in each eye image are measured éts pix
in an image coordinate system, they have to be
transformed into world coordinates ([8], pp. 26-28;
39). In order to transform from image coordinate® i
world coordinates, all camera parameters, includirg
position of the nodal pointof, must be known.
Typically, the camera parameters are estimatedigfro
a camera calibration procedure ([8], pp. 123-138),
whereas the positions of the light sources are uneds
directly. In general, the system structure is fixat
hence these system parameters are measured/edtimate
only once during system set up.

The above development shows that (a)
reconstruction of the optic axis of the eye as lthe
defined by the center of corneal curvatucg gnd the
pupil center ), using (1) through (9)lepends on the
number of light sources; and (b) once the optic axi
the eye is obtained, the reconstruction of thealisis
and the estimation of the point-of-gaze, using (10)

g=c+k, (11)

(12)

the

IFMBE Proc. 2005 11(1)

ISSN: 1727-1983 © 2005 IFMBE



The 3 European Medical and Biological Engineering Conference
EMBEC'05

November 20 — 25, 2005
Prague, Czech Republic

through (12), ardéndependent of the number of light
sources. For this reason, the following paragraphs
concentrate on the reconstruction of the optic ekihe

eye for different number of light sources.

When only a single light source is used, if the eye
parametersR, K and n; are known, the system of
equations (1) through (9) with= 1, is equivalent to 13
scalar equations with 14 scalar unknowns. This mean
that the problem cannot be solved unless another

constraint such as
lo = ¢f = known (13)

is introduced. This constraint can be satisfietthéf head
is fixed relative to the system or if the distabetween

the eye and the camera is estimated somehow (e.g.

magnetic head tracker, ultrasonic transducer, fngos
system, etc.) [4], [9]-[13].
The use of multiple light sources allows for the
solution of the system of equations (1) throughw@h
i =1, ...,N, if the eye parameterk(K andn,) are
obtained through a calibration procedure. In tlaiseg it
is advantageous to substitute (1) into (3) to obtai
(I, ~0)%(u, =0) *(c-0)=0.
N

normalto theplanedefinedby
l; ,oandu;

This equation means that the center of corneal
curvaturec, belongs to each plane defined by the nodal
point of the camerap, light sourcei, l;, and its
corresponding image point;. Moreover, all those
planes intersect at the line defined by pom#sdo. By
noting thatae b =a' b, (3),i =1, ...,N can be written
in matrix form as

[(1, —0)x (u, —0)]"
[(1, =0)x(u, —0)"

(3)

: (c-0)=0. (14)
(1 =0) % (uy ~0)]"
M

From the interpretation of (3’) it follows that miat M
has, at most, rank 2. M has rank 2, the solution to (14)
is given by an equation of the form

C-0= kc,b bnorm ! (15)

which defines vectorc(— 0) up to a scale factor. From
this reasoning, it follows that (1), (2), (4)= 1, ...,N,
and (15) are equivalent toN5+ 3) scalar equations with
(4N + 4) scalar unknowns. In particular, whish= 2,
brorm IS @ unit vector in the direction of the line of
intersection of the planes whose normals are giwen
[(I.—0) x (u; —0)] and [(> —0) x (uz—-0)], thus

D orm = b/Hb

b=[(l; —0)x(u, —0)]x[(I, —0) x(u, —0)]
and (1), (2), (4)i = 1, 2, and (15) are equivalent to 13
scalar equations with 12 scalar unknowns.

In the special case thi&t in (14) has rank 1b(=0
in (16)), which means that all normals given by
(Ii = 0) x (u; — o) are parallel, the effective number of
scalar equations decreases tbl (6 2). In the case that

(16)

N = 2, it results in the equivalent to 12 scalaratiuns
with 12 scalar unknowns.

Consequently, if multiple light sources are used,
there are enough equations to solve for the ceoiter
corneal curvature. Knowingc, (5) and (6) are used to
compute the point of refraction (4 scalar unknowns
and 4 scalar equations). Knowiegandr, (7) through
(9) are used to compuie (3 scalar unknowns and 3
scalar equations). Knowirgandp, the optic axis of the
eye can be reconstructed as the line defined bsethe
two points.

The above discussion shows thuie camera and
two light sources is the simplest configuration that
allows for the reconstruction of the optic axis of the eye
from the centers of pupil and glints while allowing for
free head movements. The above analysis also shows
that after findingc (the center of corneal curvature), the
calculation ofp (the pupil center) is independent of the
number of light sources (7 scalar equations ancalas
unknowns regardless of the number of light sources)

The following section provides experimental results
corresponding to a system that is used to estitete
point-of-gaze on a computer screen.

Experimental Results

The point-of-gaze estimation system utilizes two
near-IR (850 nm) light sources that are symmetsical
positioned at the sides of a 19” computer mon&od a
video camera (640 x 480 pixels, 1/3” CCD with a 35
mm lens) that is centered under the screen. A &ypic
image from the video camera for a subject sittihg a
distance of 65 cm from the monitor (typical viewing
distance), with his head approximately at the geofe
the region of allowed head movement, is shown in
Figure 3. This specific system can tolerate only
moderate head movements of about £3 cm laterally, +
cm vertically, and 4 cm backwards/forward, beftre
eye features are no longer in the field of viewtlo#
camera or are out of focus.

In order to be able to estimate the point-of-gaze o
the screen, a set of system and subject-specific ey
parameters has to be measured/estimated. Since the
system components are fixed relative to the commpute
monitor, the system parameters (the position oftile
light sources]; andl,, and the extrinsic and intrinsic
camera parameters, which include the nodal poittef
camera,0) are measured/estimated only once during
system set up. The subject-specific eye paramérers
K, M, aee and S,) are obtained through a calibration
procedure that is performed once for each subjethe
calibration procedure, the subject fixates on 9ngve
distributed points that are presented sequenttailyhe
screen. For each fixation point, 100 estimateshef t
image coordinates of the centers of pupil and glare
obtained and the average coordinates of theserésatu
are computed. Using the average coordinates of the
centers of pupil and glints, the eye parameters are
optimized to minimize the sum of the square errors
between the points on the screen and the estimated
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| Corneal reflections

Figure 3: Sample &image showing the pupil and
two corneal reflections (glints).

points-of-gaze [14]. The initial guess for the

and are the result of bias in the estimation ofgthimt-
of-gaze due to the deviation of the real cornealpsh
from the ideal spherical shape assumed in the
development of the mathematical model (corneal
asphericity). The dispersion of the asterisks adlotire
white crosses is caused by noise in the estimdtdteo
image coordinates of the centers of pupil and glifihe
RMS errors shown in the last column of Table 1
correspond to the combined effects of bias and
dispersion of the point-of-gaze estimates. It caralso
observed that the RMS errors for the edge head
positions are larger than the RMS errors for thatred
head position, which is also due to corneal aspligri

If the cornea were truly spherical, head displaggme
would have no effect on the point-of-gaze estinmtio
error.

Table 1: Experimental RMS Point-of-Gaze Estimation
Errors

optimization is given by the typical values of thge
parameters provided in the previous section. Duttirey

calibration procedure the head is positioned at#raer
of the region of allowed head movements (central

position).
To estimate the point-of-gaze, the coordinatesief t

centers of pupil and glints are first estimatedeach
image captured by the video camera [15]. These émag

coordinates are then transformed into world co@idia
([8], pp. 26-28, 34-39) as for the pupil center, and,
and u, for the glints. Next, the center of corneal

Subi Head ACPG-RMS?  RMS error
ubject .
position(s) error (mm) (mm)
M. E Central 2.93 5.15
T Edges 4.25 6.12
I K Central 4.88 6.41
T Edges 5.33 6.73
R H Central 4.93 7.01
T Edges 5.74 7.58
EG Central 4.68 6.25
e Edges 8.12 9.04

curvatureg, is calculated from (1), (2), (4)= 1, 2, and
(15)-(16). Knowingc, (5) and (6) are used to compute
the point of refractiom. Knowingc andr, (7) through
(9) are used to compute Knowing ¢ andp, the optic
axis of the eye in space is reconstructed as the i
defined by these two points. Finally, using (10ptigh
(12), the visual axis of the eye is obtained amdpbint-
of-gaze on the screen is estimated.

A preliminary evaluation of the performance of this
point-of-gaze estimation system was carried owubh
experiments with 4 subjects. In these experimehis,
head of each subject was placed in the centratiposi
and 4 positions at the edges of the region of atbw
head movements. The 4 edge positions correspond to
lateral and backward/forward head displacements. Fo
each head position, the subject was asked to fixat@
points on the computer screen and 100 estima@s (
seconds@ 30 estimates/second) of the point-of-gaze
were obtained for each fixation point. The resgitin
RMS errors in the estimation of the point-of-gane f
the central position and the edge positions are
summarized in Table 1 (RMS error). Table 1 alsoasho
the RMS errors when the point-of-gaze was estimated
for the average of the coordinates of the centepupil
and glints (ACPG-RMS error). A typical example of
point-of-gaze estimation errors for the central chea
position is shown in Figure 4. The ACPG-RMS errors
(Table 1) correspond to the deviation of the white
crosses from the centers of the dotted circlesgnrg 4

MS error when the point-of-gaze was estimated tfar
average coordinates of the centers of pupil amdsli

Experimental results for subject J. K.

o ® a ®
.50k

0 50 100 150
[mm]

50 100 50
Figure 4: Experimental point-afaze estimation resu

for subject J. K. The centers of the dotted cirdt&¢

mm radius) indicate the intended fixation pointse
asterisks represent the estimates of the poigaaé&
and the white crosses represent the estimateseof th
point-of-gaze for the average coordinates of the ce

of pupil and glints.

In the experiments described above, the RMS error
of the point-of-gaze estimation was less than 10 form
all experimental conditions. This is equivalentatmout
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0.9° of visual angle when the eye is at a distaidgb

cm from the computer screen. This implies thatsit i
possible to distinguish unambiguously about 18 x 14
points on the screen of a 19” monitor.

Conclusions

This paper presented a model for remote point-of-
gaze estimation systems that use the coordinatéseof
centers of the pupil and corneal reflections (ghint
estimated from video images.

It was shown that if only one light source is used,
the point-of-gaze cannot be determined from the
coordinates of the centers of the pupil and thatgli
unless the head is stationary or head position
information is estimated by some other means. Wdien
least two light sources are used, it is possiblestonate
the point-of-gaze while allowing for free head
movements.

A specific system implementation that uses one
camera and two light sources to estimate the padint-
gaze on a computer screen was described. Expegdment
results obtained with four subjects yielded RMSnpoi
of-gaze estimation errors that were less than 10farm
all experimental conditions (about 0.9° of visuaple
when the eye is at a distance of 65 cm from the
computer screen). This implies that it is possitde
distinguish unambiguously about 18 x 14 points loa t
screen of a 19” monitor.

The accuracy of the point-of-gaze estimation is
limited mainly by (a) the subject-specific deviatiof
the shape of the cornea from the spherical cornea
assumed in the model; and (b) the noise in the
estimation of the centers of pupil and corneal
reflections.
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