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ABSTRACT—Individuals differ in the extent to which they

respond negatively to uncertainty. Although some indi-

viduals feel little discomfort when facing the unknown,

those high in neuroticism find it aversive. We examined

neurophysiological responses to uncertainty using an

event-related potential framework. Participants com-

pleted a time-estimation task while their neural activity

was recorded via electroencephalography. The feedback-

related negativity (FRN), an evoked potential that peaks

approximately 250 ms after the receipt of feedback infor-

mation, was examined under conditions of positive, neg-

ative, and uncertain feedback. The magnitude of these

responses was then analyzed in relation to individual

differences in neuroticism. As expected, a larger FRN was

observed after negative feedback than after positive

feedback for all participants. For individuals who scored

highly on trait neuroticism, however, uncertain feedback

produced a larger neural response than did negative

feedback. These results are discussed in terms of affective

responses to uncertainty among neurotic individuals.

Uncertainty is the only certainty there is, and knowing how to live

with insecurity is the only security. (Paulos, 2003, p. v)

A common finding in psychological research is that humans

have an attentional bias toward negative information (e.g., Rozin

& Royzman, 2001). Because threat information is presumably

more important for survival than is nonthreat information, evo-

lutionary theorists reason that such bias is an adaptive human

trait. A parallel line of work has refined this view by demon-

strating how individuals differ in the attention they give to

emotional information. This work has shown that individuals

high on trait neuroticism are most sensitive to threat (Rusting,

1998). Although this negativity bias is a commonly studied

phenomenon, it is usually contrasted with responses to positive

or neutral information. What has been overlooked is how indi-

viduals differ in their responses to another class of motivation-

ally relevant information: the unknown.

To appreciate the motivational relevance of the unknown, one

need only examine research on the orienting response. This

research emphasizes that the most important information in

one’s environment is that which is not yet understood (Sokolov,

2002). Successful adaptation, then, requires the formation of

cognitive maps that continually incorporate new information.

The orienting response facilitates this process by automatically

allocating attentional resources toward unexpected events

(Sokolov, 2002). Neuropsychologically, this process is supported

by the septo-hippocampal comparator system (Vinogradova,

2001), which detects mismatches between expectations and

observed outcomes. Incoming sensory information and cortical

representations of the environment are compared in the hippo-

campus; when these comparisons produce incongruent infor-

mation, the tonic inhibition of the reticular formation by

hippocampal CA3 neurons is removed, heightening emotional

arousal and rapidly focusing attention on the anomalous infor-

mation. This process has been modeled as a fundamental source

of anxiety (Gray & McNaughton, 2000), such that uncertainty

about the environment can produce considerable discomfort.

In the literature on stress and coping, uncertainty is defined as

the anticipation of a poorly defined threat (Monat, Averill, &

Lazarus, 1972). Whereas exposure to familiar negative stimuli

produces a well-defined threat, exposure to the unknown can be

even more threatening because the potential danger is not

clearly specified. Consequently, uncontrollable and unexpected

threats produce greater anticipatory anxiety and physiological

response than do controllable and predictable threats (Dicker-

son & Kemeny, 2004). Thus, individuals who know when to

expect punishment show reduced physiological responses when

that punishment occurs. In evolutionary terms, lack of knowl-

edge about how to control or when to expect threats produces

anxiety because it signifies that one’s current cognitive map is

not adequately adapted to the environment (Peterson, 1999). In

order for the motivationally relevant parameters of the envi-
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ronment to become well defined, attention must first be paid to

that which is not understood. Here, we focus on how individuals

vary in these responses to the unknown.

We are particularly interested in neuroticism, a personality

trait associated with anxiety and emotional reactivity (Goldberg,

1993). Recent research has correlated neuroticism with self-

reported intolerance of uncertainty (Berenbaum, Bredemeier, &

Thompson, 2008). As might be expected given the link between

uncertainty and anxiety, neurotic individuals experience greater

distress than others when confronted with the unknown. What

remains unclear, however, is whether neurotic individuals react

more to uncertainty than to clear negative information, or vice

versa. According to the negativity bias, negative information

should elicit stronger reactions, but work on the orienting re-

sponse suggests that uncertainty should produce the stronger

response. We tested these opposing predictions by examining

whether neurotic individuals are affected more strongly by

negativity or uncertainty.

We also examined the neural systems underlying individual

differences in response to uncertainty. Specifically, we looked at

the feedback-related negativity (FRN), an event-related poten-

tial (ERP) implicated in error monitoring and feedback pro-

cessing (Holroyd & Coles, 2002; Miltner, Braun, & Coles, 1997;

Yeung, Botvinick, & Cohen, 2004). The FRN, a negative de-

flection in the ERP, peaks approximately 250 ms after the pre-

sentation of feedback information, and has been linked to

activity in the anterior cingulate cortex (ACC). This brain region

appears to interact with the septo-hippocampal comparator

system to adapt behavioral responses as environmental cir-

cumstances change (Luu, Tucker, Derryberry, Reed, & Poulsen,

2003). Although the FRN tends to be more pronounced after

negative feedback, it has also been observed following neutral

feedback (e.g., Holroyd, Hajcak, & Larsen, 2006). The FRN

was initially conceptualized as part of an error-monitoring

and -correcting system (Holroyd & Coles, 2002; Luu et al., 2003;

Miltner et al., 1997), but it has also been observed in the absence

of response (Donkers, Nieuwenhuis, & Van Boxtel, 2005),

leading some researchers to suggest that it reflects the subjective

negative evaluation of self-relevant information, rather than an

error signal per se (Gehring & Willoughby, 2002).

To examine individual differences in reactions to the un-

known, we examined FRN magnitude after positive, negative,

and uncertain feedback in a time-estimation task. The size of the

FRN on these trials was then correlated with individual differ-

ences in trait neuroticism. We expected all participants to

demonstrate a larger FRN to negative than to positive feedback.

We also expected the response to uncertainty to be larger in more

neurotic, compared to non-neurotic, individuals. Furthermore,

we tested whether uncertainty or negativity exerts a stronger

influence in neurotic individuals by comparing the amplitude of

the FRNs associated with these two types of feedback. If fear of

uncertainty exerts a stronger influence, a larger FRN would be

expected to follow uncertain feedback. If the negativity bias

exerts a stronger influence, a larger FRN would be expected to

follow negative feedback.

METHOD

Participants and Design

Participants were 41 right-handed introductory psychology

students (27 females, 14 males; mean age 5 18.9 years) from the

University of Toronto Scarborough. Data from 4 subjects were

excluded from analyses because of equipment malfunction.

Measures

Personality

We administered the Big Five Aspect Scales (DeYoung, Quilty,

& Peterson, 2007), a reliable measure of the five major per-

sonality dimensions that has been validated against longer in-

ventories such as the Revised NEO Personality Inventory. This

questionnaire requires respondents to rate the extent to which

each of 100 personality descriptions accurately reflects their

own personalities.

Time-Estimation Task

We employed a time-estimation task to elicit the FRN (Miltner et

al., 1997). A central fixation cross was presented for 250 ms,

followed by a blank screen. Participants were required to press a

response key when they believed that 1 s had passed since the

appearance of the fixation cross. Visual performance feedback

was provided 2 s after the initial fixation cue, resulting in an

approximately 1-s interval between responses and feedback.

This feedback stayed on-screen for 1 s and was followed by an

intertrial interval varying between 1 and 2 s. Participants re-

ceived instructions and 20 practice trials before the experi-

mental phase. The task consisted of 168 trials, divided into four

equal blocks that were separated by short breaks.

Participants received either positive (a plus sign) or negative

(a minus sign) feedback depending on whether their response

was within a predefined time window centered around 1 s after

the appearance of the fixation cue. This time window, initially

set at 100 ms, was made smaller after a correct response and

larger after an incorrect response, such that the numbers of

positive and negative feedback signals were approximately

equal. Additionally, uninformative feedback (a question mark)

was randomly presented on a third of the trials, so participants

were uncertain about their performance. Each feedback type

was presented an equal number of times to control for novelty

effects. To ensure that the feedback had meaningful conse-

quences, we informed participants that they would receive

monetary bonuses for good performance. Such monetary in-

centives are effective motivators for undergraduate students,

resulting in different electrophysiological responses to differ-

ent categories of feedback (Holroyd et al., 2006). Participants
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became familiar with the feedback signals during practice trials

preceding the actual task.

Procedure

Participants were fitted with an electrode cap for electroen-

cephalograph (EEG) recording and then completed a demo-

graphics questionnaire and the Big Five Aspect Scales.

Continuous EEG was subsequently measured during the time-

estimation task. Upon completion of the study, participants were

awarded course credit and a $5 bonus for performance on the

time-estimation task.

Electrophysiological Recording and Processing

EEG was recorded from 32 Ag/AgCl sintered electrodes em-

bedded in a stretch Lycra cap. Vertical eye movements (VEOG)

were monitored via a supra- to suborbital bipolar montage. EEG

and VEOG were digitized at 512 Hz using ASA acquisi-

tion hardware (Advanced Neuro Technology, Enschede, The

Netherlands) with an average electrode reference and forehead

ground. Continuous EEG was corrected for VEOG blink arti-

facts using the second-order blind identification (SOBI) proce-

dure (Tang, Liu, & Sutherland, 2005). Frequencies below 1 Hz

and above 15 Hz were digitally filtered. The signal was baseline-

corrected by subtracting the average voltage occurring 500 to

400 ms before the feedback. Artifacts were automatically de-

tected with thresholds of �70 mV and 170 mV. ERP averages

were created by feedback-locking the continuous EEG wave,

with separate averages created for positive-, negative-, and

uncertain-feedback trials. The FRN was quantified as the peak

minimum deflection between 200 and 350 ms after feedback,

and was examined at two midline electrode locations: Fz (frontal

midline) and Cz (central midline).

RESULTS

We followed the methods of Holroyd and Krigolson (2007) and

constructed two difference scores by subtracting the ERP on

positive-feedback trials from the ERP on negative-feedback

trials, and the ERP on positive-feedback trials from the ERP on

uncertain-feedback trials. This technique minimizes the influ-

ence of other ERP components. We examined the scalp topog-

raphy of the difference scores to ensure that we isolated the

variance in the FRN amplitude and not another ERP component

(such as the P300). Figure 1 illustrates the observed fronto-

central distribution with a maximum negative deflection at Fz.

Paired t tests comparing difference scores at Fz (�5.3 mV for

uncertain vs. positive feedback, �4.7 mV for negative vs. pos-

itive feedback) and at the posterior midline (Pz, where the peak

of the P300 is usually localized; �0.5 mV for uncertain vs.

positive feedback, �3.4 mV for negative vs. positive feedback)

revealed a significant difference between these sites, for both

uncertain feedback, t(37) 5 5.44, prep 5 1.00, and negative

feedback, t(37) 5 3.50, prep 5 .95. This result suggests that we

indeed isolated the FRN.

To examine factors influencing FRN size, we conducted a

repeated measures analysis of variance (ANOVA) with three

midline electrode locations (Fz, Cz, and Pz) and the two feed-

back types (negative and uncertain) entered as within-subjects

factors, and neuroticism entered as a covariate. Greenhouse-

Geisser corrections were employed to correct for sphericity. As

already noted, we had hypothesized that large FRNs in response

to uncertain feedback would be associated with neuroticism.

Feedback had a significant main effect, F(1, 48.09) 5 13.45,

prep 5 .99,Zp
2 ¼ :28; also significant were two-way interactions

between neuroticism and feedback, F(1, 48.09) 5 10.10, prep 5

.97, Zp
2 ¼ :22, and between feedback and electrode, F(1.37,

48.09) 5 10.10, prep 5 .99, Zp
2 ¼ :22, as well as the three-way

interaction among neuroticism, feedback, and electrode,

F(1.37, 48.09) 5 16.03, prep 5 .99,Zp
2 ¼ :31. Further analyses

revealed that these effects are specific to neuroticism, and do not

extend to any of the other personality traits. We conducted the

same repeated measures ANOVA using each of the other Big

Five traits, but found no main effects (all Fs < 2.27), two-

way interactions (all Fs < 1.80), or three-way interactions (all

Fs < 2.07).

We examined the neuroticism parameter estimates to explore

the nature of the significant three-way interaction. Following

uncertain feedback, neuroticism demonstrated strong relation-

ships with the FRN at Cz (b 5�.37, prep 5 .92, Zp
2 ¼ :13) and

Fz (b 5 �.46, prep 5 .97, Zp
2 ¼ :21); following negative feed-

back, there was no relationship between neuroticism and the

FRN (preps < .37). After uncertain feedback, highly neurotic

individuals had a larger FRN. Figure 2 displays the predicted

FRN magnitudes at different levels of feedback and neuroticism

and shows that the FRN in response to uncertain feedback was

larger than the FRN in response to negative feedback for highly

neurotic individuals. We tested this directly by employing a

tertiary split, dividing the sample into groups with high, middle,

and low neuroticism scores. At the low end of neuroticism,

negative feedback produced a larger FRN than did uncertain

feedback at Fz, t(11) 5 �4.74, prep 5 .99, and Cz, t(11) 5

6.00

Negative Uncertain

–6.00
µV

Fig. 1. Scalp topography of the feedback-related negativity (FRN)
difference waves, quantified as the peak minimum deflections between
200 and 350 ms after feedback. FRN to negative feedback is shown on the
left. FRN to uncertain feedback is shown on the right. The FRN following
positive feedback was subtracted from both waves.
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�3.50, prep 5 .97. At the high end of neuroticism, however,

uncertain feedback produced a larger FRN than did negative

feedback at Fz, t(11) 5�2.36, prep 5 .90, though the effect was

nonsignificant at Cz, t(11) 5 �1.04, prep 5 .63. No significant

differences were observed in the group with middle neuroticism

scores (preps< .45). Figure 3a presents the FRN waves at Fz for

different feedback types and levels of neuroticism.

Interestingly, a significant linear trend for the neuroticism-

by-electrode interaction emerged for uncertain feedback,

such that moving along the midline from anterior to posterior
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Fig. 2. Predicted feedback-related negativity (FRN) voltages after uncertain and negative feedback
as a function of level of neuroticism, based on parameter estimates. Predictions are shown for
electrode sites Fz (a) and Cz (b). The three levels of neuroticism were defined as follows: low 5 1 SD
below the mean; mid 5 mean; high 5 1 SD above the mean. More negative voltage indicates a larger
FRN.
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Fig. 3. Feedback-related negativity (FRN) waves at electrode site Fz (a) and head maps of the correlations between neuroticism and FRN
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in response to negative feedback.
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locations (Fz to Cz to Pz) linearly reduces the influence of

neuroticism on the FRN, F(1, 35) 5 7.66, prep 5 .95,Zp
2 ¼ :18;

the relationship between neuroticism and the FRN after un-

certain feedback was thus most pronounced at fronto-central

electrode sites. In contrast, there was no relationship between

neuroticism and the FRN after negative feedback (see Fig. 3b).

DISCUSSION

Individuals differ in their responses to uncertainty (e.g.,

Sorrentino & Roney, 2000). We demonstrated that neural re-

sponses to uncertainty are related to the personality trait of

neuroticism. Highly neurotic individuals produced a larger FRN

in response to uncertain feedback than in response to negative

feedback. This may explain why some research has shown that

uninformative feedback can produce FRNs equal to those

observed after negative feedback. In a series of five studies—

one of them using the same time-estimation paradigm we used

here—Holroyd et al. (2006) found that feedback that was either

uncertain or intermediate (participants learned that they had

neither lost nor gained money) elicited an FRN that was as large

as that produced by negative feedback. Our findings are con-

sistent with these previous results. Figures 2 and 3 suggest that

negative and uncertain feedback will produce FRNs of similar

magnitude at the middle range of neuroticism (as should be

observed when results are averaged across normal-range par-

ticipants). As neuroticism increases, however, the FRN ampli-

tude following uncertain feedback becomes more pronounced.

In contrast, we did not find a significant relationship between

neuroticism and clearly negative feedback. Uncertainty thus

appears to play a critical role in the relationship between neu-

roticism and the FRN, and we would not expect to see any re-

lationship between neuroticism and the FRN to intermediate

or neutral feedback. Further research is needed to test this

prediction.

Figure 3 illustrates that the enhanced response to uncertainty

in neurotics is observed primarily at fronto-central electrode

locations. Given that rostral-ventral regions of the ACC are as-

sociated with affective processing (Bush, Luu, & Posner, 2000),

our results suggest that enhanced responses to uncertainty in

neurotics are primarily due to heightened emotional responding.

Neurotic individuals thus demonstrated stronger affective re-

sponses to uncertainty than to clearly negative information

(cf. Swann, Stein-Seroussi, & Giesler, 1992).

Rostral ACC activity during uncertainty has also been ob-

served in functional magnetic resonance imaging (fMRI) ex-

periments, which have shown that rostral ACC activity increases

with greater uncertainty during a decision-making task and

correlates with self-reported intolerance of uncertainty (Krain et

al., 2006). Interestingly, rostral ACC activity during uncertainty

has also been correlated with changes in autonomic arousal,

which suggests that this brain region helps to increase physio-

logical arousal when the potential threats of the unknown are

confronted (Critchley, Mathias, & Dolan, 2001). Neurotic indi-

viduals appear to appraise the unknown as more threatening

than others do, and this appraisal may rally the appropriate

physiological responses (cf. Tomaka, Blascovich, Kelsey, &

Leitten, 1993).

Because we observed the FRN, on average, 250 ms after

feedback (SD 5 40 ms), the affective response to uncertainty

appears to be a rapid, automatic process (Neely, 1977). In other

words, neurotic individuals appear to preconsciously respond

negatively to uncertainty. It is likely that rostral ACC activity

during uncertainty is related to the amygdaloid complex, a re-

gion that is densely interconnected with the rostral ACC and

associated with rapid processing of threat and uncertainty

(Whalen, 1998, 2008). Heightened amygdala and rostral ACC

activity is common to neuroticism and anxiety disorders (Haas,

Omura, Constable, & Canli, 2007). The fronto-central negativ-

ities following uncertainty among neurotic individuals may thus

be related to disinhibited amygdaloid function. Precise spatial

localization of these processes, however, would require an fMRI

approach, given the rough spatial resolution of EEG.

Whereas individuals low in neuroticism demonstrate a larger

FRN after negative than after uncertain feedback, individuals

higher in neuroticism react more strongly to uncertainty. This

finding has important implications for human behavior, sug-

gesting that some individuals would rather receive clear but

negative information than endure the discomfort of uncertainty

(even though the outcome might be positive). Our study suggests

that uncertainty is difficult for these individuals because it

evokes such a strong affective response. At high levels of neu-

roticism, then, people prefer the devil they know over the devil

they do not know.
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