ABSTRACT. Though economists have long advocated road pricing as an efficiency-enhancing solution to traffic congestion, it has rarely been implemented, primarily because it is thought to create losers as well as winners. This paper shows that a judiciously designed toll applied to a portion of the lanes of a highway can generate a Pareto improvement before using the revenue, a sufficient condition being that drivers with a high value of time travel at the peak of rush hour. I obtain these new theoretical results by extending a standard dynamic congestion model to reflect an important additional traffic externality: extra traffic does not simply increase travel times, but also introduces frictions that reduce throughput. The analysis draws attention to a practical policy that may help overcome the widespread opposition to road pricing.
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1. Introduction

Traffic congestion is a major problem facing large cities worldwide. In the United States, for example, congestion consumes 42 hours per urban commuter annually—nearly an entire work week (Schrank et al. 2015), as well as imposing a host of other social costs. At least since Pigou (1920), economists have advocated solving traffic congestion using tolls. Adding tolls would help drivers internalize the externalities they impose on others and would greatly increase social welfare. Yet tolling is rarely used in practice, in large part because of the received wisdom that such tolls impose losses on many, if not most, road users. As Lindsey and Verhoef (2008) state, “most likely, these losses are the root of the longstanding opposition to congestion tolling in road transport,” a view echoed widely.

A long literature has been concerned with the distributional consequences from tolling. Prior research has identified specific situations where it is possible for tolling to generate a Pareto improvement with homogeneous agents, by using the toll revenue, or charging negative tolls off-peak. In practice, however, road users are not homogeneous, it is difficult to target the spending precisely enough to actually generate a Pareto improvement, and charging negative tolls is impractical. The literature has also shown that pricing a portion of the lanes (a practice generally called “value pricing”) reduces, but does not eliminate, the harm done...
by congestion pricing.\(^8\) Additionally, Arnott, de Palma, and Lindsey (1994) find that if only agents with the highest value of time (i.e., the rich) travel at the peak of rush hour, then it is possible to generate a Pareto improvement with heterogeneous agents. Nevertheless, as one of these authors argues, “economists came to appreciate ... the practical impossibility of designing a tolling scheme that leaves everyone better off” (Lindsey 2006, p. 332).

In this paper, I show it is possible to design such a tolling scheme. The main result of this paper is that a carefully designed, time-varying toll on a portion of the lanes of a highway can generate a Pareto improvement, even before the toll revenue is spent and even with realistic heterogeneity. I obtain this new result by extending the bottleneck congestion model of Vickrey (1969) and Arnott, de Palma, and Lindsey (1993) to reflect an important additional traffic externality that has been identified by the transportation engineering literature but that has largely been ignored in the economics literature: not only does each additional vehicle slow others down, but in heavy enough traffic, additional vehicles can create frictions that reduce throughput (the number of trips per unit time).

By combining this empirically relevant additional externality with pricing a portion of the lanes we can obtain a Pareto improvement. The second externality pushes traffic off the production possibilities frontier (PPF). By using a time-varying toll to prevent the second externality from occurring, we can move back to the PPF, increasing both speeds and throughput (this is different than is typically assumed, and I explain how it is possible in Section 5). Were agents homogeneous, this would be enough to conclude everyone is better off.\(^9\) However, road users are heterogeneous, and so pricing all the lanes likely hurts some of them. Adding tolls increases the financial costs of traveling while reducing the time costs. As not all road users value their time equally, this probably leaves some worse off.

Pricing a portion of the lanes can overcome these negative distributional effects. Adding tolls increases speeds and throughput in the priced lanes, allowing them to carry more traffic than they did before. This means the free lanes carry less traffic than before, improving travel times in the free lanes. Since travel times

\(^8\)For example, see Braid (1996), Small et al. (2006), Light (2009), and van den Berg and Verhoef (2011). Light (2009) finds using the revenue to pay for new capacity generates a Pareto improvement while Braid (1996) and van den Berg and Verhoef (2011) find that charging a negative toll off-peak generates a Pareto improvement.

\(^9\)Johnson (1964) and De Meza and Gould (1987) show this result in a static model, and Arnott and Inci (2010), Arnott (2013), and Fosgerau and Small (2013) derive it in dynamic models of downtown, rather than highway, congestion.
in the free lanes are lower, those who continue to use these lanes are better off. Those in the priced lanes could have stayed in the free lanes, and so by revealed preference are better off. We have generated a Pareto improvement, even without using the revenue.

Obtaining a Pareto improvement, however, often comes at a cost. By only pricing a portion of the lanes, we leave the other lanes congested, with all the resulting social costs. That said, inasmuch as generating a Pareto improvement makes it politically feasible to implement tolling, then we are trading potential, but unrealized, welfare gains for actual welfare gains.

My model focuses on two groups of agents: one rich, with high value of time, and the other poor, with low value of time. The groups also differ in the flexibility of their schedules and, within each group, desired arrival times are continuously distributed. Agents choose when to arrive at work and which route to take to minimize their total cost of traveling.

Using my model, I characterize the set of parameter values for which it is possible to generate a Pareto improvement without using the revenue. I find that pricing is more likely to generate a Pareto improvement the larger the reduction in throughput due to queuing, the greater the correlation between income and schedule inflexibility, and as income inequality decreases. Furthermore, I provide an intuitive sufficient condition for pricing a portion of the lanes to yield a Pareto improvement that holds even when there is an arbitrary number of groups: we simply need some rich drivers to be using the highway at the peak of rush hour. I then use the 2009 National Household Travel Survey to show that this sufficient condition is satisfied empirically—drivers with household incomes above $100,000 make up over 25 percent of those traveling at the peak. Finally, I characterize the trade-off between efficiency and equity by deriving the differences in social welfare gains and maximum harm done when pricing all the lanes or generating a Pareto improvement. I find that it is often the case that for parameter values such that pricing all of the lanes does the most harm, generating a Pareto improvement requires the least sacrifice of potential social welfare gains.

Central to the results of this paper is the notion that too many vehicles on the road reduces throughput. Over fifty years ago, Walters (1961) conjectured this additional externality existed, which Vickrey (1987) named “hypercongestion.” As the theoretical arguments for hypercongestion did not carry over to dynamic
models of highway congestion, the economics literature cast doubt on hypercongestion’s existence.\textsuperscript{10,11} Since then, the transportation engineering literature has identified the causal mechanisms and provided extensive empirical evidence that hypercongestion is an important real-world phenomenon—one that should be incorporated into models of congestion. I review this evidence in Section 2.

I build most closely on two important papers. First, in a valuable contribution, Arnott et al. (1994) extend the bottleneck model to allow agents to be heterogeneous. They work through several possible cases of heterogeneity, showing the distributional effects both before and after the revenue is either rebated lump sum or used to build new capacity. Most relevant to this paper, they show that when there are two groups with different values of time and schedule flexibility but homogeneous desired arrival time, pricing all of the lanes can help all agents before using the revenue if only those with a high value of time (i.e., the rich) travel at the peak of rush hour.\textsuperscript{12}

I augment Arnott et al. (1994) by adding hypercongestion, value pricing, and heterogeneity in desired arrival times. I build on their results by showing how adding tolls can generate a Pareto improvement even when the poor travel at the peak of rush hour.

Second, an innovative paper by van den Berg and Verhoef (2011) extends Arnott et al. (1994) to allow agent preferences to vary continuously on two dimensions: value of time and schedule inflexibility. They show numerically that for intuitively reasonable parameter values, pricing all the lanes does not always hurt the majority of agents and that it is possible to generate a Pareto improvement by pricing a third of the lanes and forgoing revenue by charging a negative toll off-peak.

\textsuperscript{10}The argument in favor of hypercongestion was that throughput (vehicles/hour) is the product of speed (miles/hour) times density (vehicles/mile), $T = S \times D$, and since speed is decreasing in density, $dS/dD < 0$, then it is possible for throughput to be decreasing in density, $dT/dD = D \cdot dS/dD + S \geq 0$ (e.g., Walters 1961, Johnson 1964, De Meza and Gould 1987). The literature correctly responded that hypercongestion is a dynamic phenomenon, and showed that in dynamic models, the mathematical relationships above were not enough to generate hypercongestion (e.g., Newell 1988, Evans 1992, Verhoef 1999, 2001, 2005, May et al. 2000, Small and Chu 2003).

\textsuperscript{11}There is some research arguing hypercongestion is possible for urban centers. See Small and Chu (2003), Arnott and Inci (2010) and Fosgerau and Small (2013).

\textsuperscript{12}Vickrey (1973) derives a similar result also using the bottleneck model. He shows that if everyone is indifferent between all chosen arrival times (so we could assign arrival times so that only the rich are traveling at the peak), then adding tolls generates a Pareto improvement before using the revenue. The intuition for these results is that if the poor are willing to arrive at the worst equilibrium arrival time before a toll is added, then they can avoid any harm from tolling by choosing to do so once a toll is added.
My model differs from van den Berg and Verhoef (2011) by adding hypercongestion and by allowing agent preferences to vary discretely along two dimensions (value of time and schedule inflexibility) and continuously along a third (desired arrival time). This allows me to build on their results by showing how it is possible to generate a Pareto improvement before using the revenue. I further build on their work by deriving analytical solutions, the first for a dynamic model of value pricing with heterogeneous agents. Deriving analytical solutions allows me to (1) fully characterize the parameter values for which adding tolls generates a Pareto improvement before using the revenue, (2) show which factors make it easier to do so, and (3) let the social planner choose the fraction of lanes priced, rather than considering pricing a specific fixed fraction.

2. Evidence for hypercongestion

In this section, I draw on the transportation engineering literature to explain the two causal mechanisms behind the additional externality, hypercongestion, and the empirical evidence for these mechanisms. Both of these causal mechanisms occur at bottlenecks.  

Before going into the evidence for hypercongestion, it is important to be clear about the distinction between the two externalities. Consider a two-lane highway that merges into one lane, creating a bottleneck. When the arrival rate at the bottleneck exceeds its capacity, a queue forms. Each additional vehicle that travels during rush hour lengthens the queue, increasing the travel time of all those behind it. This lengthening of the queue is the standard externality. However, this simple externality fails to capture the fact that a queue creates additional frictions that reduce throughput (the rate at which vehicles can pass through the bottleneck), further increasing travel times. This contrasts with most queues; while a long line at the grocery store means you have to wait a while, it does not affect the rate at which customers are served.

2.1. Queue spillovers. The first throughput-reducing friction occurs when the queue behind a bottleneck grows long enough that it blocks other traffic. For example, a queue can grow at a busy off-ramp, spilling onto the mainline of the

\[ ^{13} \text{A bottleneck can occur at any place where the capacity of a highway decreases, generally because of a reduction in lanes. While the most noticeable bottlenecks are the result of lane closures due to construction or an accident, far more common are bottlenecks due to on-ramps. The typical on-ramp creates a bottleneck since it is a lane that joins the highway and then ends; it adds vehicles but not capacity.} \]
freeway and blocking through traffic; similarly, a queue on the highway can block upstream exits. Vickrey (1969) labeled the second situation a triggerneck and transportation engineers call both situations a queue spillover.

Queue spillovers are the reason that beltways or ring roads that go around major cities, such as I-495, which encircles Washington D.C., and the Boulevard Périphérique, which encircles Paris, are especially prone to crippling congestion (Vickrey 1969, Daganzo 1996). Muñoz and Daganzo (2002) find that queue spillovers frequently reduce throughput by 25 percent where I-238 diverges from I-880N outside of San Francisco.

2.2. **Throughput drop at bottlenecks.** In addition, throughput at the bottleneck itself can fall once a queue forms. On our two-lane highway the vehicles in the right lane need to change lanes before getting to the bottleneck. When traffic is heavy, doing so is difficult; there will typically be a vehicle that comes to a stop before merging and, rather than waiting for a gap, will force its way over. Transportation engineers call this a “destructive lane change,” and reduces throughput because the vehicle that forced its way over will be moving very slowly and so goes through the bottleneck at a slow speed. Equivalently, it opens up a gap in front of itself; this will be a period of time during which the bottleneck—the scarce resource on the highway—is not being used.

There is a large transportation engineering literature documenting that throughput at bottlenecks drops once a queue forms, which they refer to as the two-capacity hypothesis. The name “two-capacity hypothesis” refers to the idea that a road has one capacity, or throughput, when there is no queue and a different capacity when there is a queue. The median estimate for the size of the drop is 10 percent; estimates range as high as 25 percent, and are presented in Table 1.

3. **Model**

I use the bottleneck model of Vickrey (1969), which was formalized by Arnott et al. (1990, 1993). I make three modifications to the model. The first is to add the second externality by allowing throughput to fall when a queue forms. This is a natural way to model the throughput drop at bottlenecks and serves as shorthand for the effects of queue spillovers.\(^{14}\)

\(^{14}\)Under some very specific assumptions about the structure of the road network (Y-shaped network) and distribution of destinations (constant over time), a model of queue spillovers maps exactly into this model.
Table 1. Findings of transportation engineering literature on throughput drop at bottlenecks

<table>
<thead>
<tr>
<th>Paper</th>
<th>Throughput drop (%)</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hurdle and Datta (1983)†</td>
<td>0</td>
<td>Queen Elizabeth Way, Toronto</td>
</tr>
<tr>
<td>Banks (1990)</td>
<td>2.8</td>
<td>I-8, San Diego</td>
</tr>
<tr>
<td>Hall and Agyemang-Duah (1991)</td>
<td>5.8</td>
<td>Queen Elizabeth Way, Toronto</td>
</tr>
<tr>
<td>Banks (1991)</td>
<td>−1.2–3.2</td>
<td>4 sites in San Diego</td>
</tr>
<tr>
<td>Elefteriadou et al. (1995)†</td>
<td>10</td>
<td>I-290, Chicago</td>
</tr>
<tr>
<td>Persaud et al. (1998)</td>
<td>10.6–15.3</td>
<td>3 site/time pairs in Toronto</td>
</tr>
<tr>
<td>Cassidy and Bertini (1999)</td>
<td>7.4–8.7</td>
<td>2 sites in Toronto</td>
</tr>
<tr>
<td>Zhang and Levinson (2004)</td>
<td>2–11</td>
<td>27 sites in Minneapolis–St. Paul</td>
</tr>
<tr>
<td>Bertini and Leal (2005)</td>
<td>9.7</td>
<td>M4, London</td>
</tr>
<tr>
<td>12</td>
<td>I-494, Minneapolis</td>
<td></td>
</tr>
<tr>
<td>Cassidy and Rudjanakanoknad (2005)</td>
<td>11.7</td>
<td>I-805, San Diego</td>
</tr>
<tr>
<td>Rudjanakanoknad (2005)</td>
<td>13.2</td>
<td>SR-22, Orange County, California</td>
</tr>
<tr>
<td>Chung et al. (2007)</td>
<td>12.3</td>
<td>I-805, San Diego</td>
</tr>
<tr>
<td>6.2</td>
<td>SR-24, San Francisco</td>
<td></td>
</tr>
<tr>
<td>5.8</td>
<td>Gardiner Expressway, Toronto</td>
<td></td>
</tr>
<tr>
<td>Guan et al. (2009)</td>
<td>15</td>
<td>Fourth Ring Road, Beijing</td>
</tr>
<tr>
<td>Leclercq et al. (2011)†</td>
<td>25</td>
<td>M6, Manchester, UK</td>
</tr>
<tr>
<td>Oh and Yeo (2012)</td>
<td>8.9–16.3</td>
<td>16 sites in California</td>
</tr>
<tr>
<td>Srivastava and Geroliminis (2013)</td>
<td>15</td>
<td>US-169, Minneapolis</td>
</tr>
</tbody>
</table>

† This paper does not expressly test the two-capacity hypothesis, but does contain figures reporting throughput at an isolated bottleneck present both before and after a queue forms. The throughput drop reported in this table is based on these figures.

The second modification is to allow the social planner to choose the fraction of the lanes that are priced, as in Braid (1996). This modification was dropped in following papers, such as Liu and McDonald (1998), Small et al. (2006), and van den Berg and Verhoef (2011), who consider the welfare implications of pricing a fixed portion of the lanes.
The third change is to allow agents’ desired arrival time at work to be continuously distributed. This feature, with otherwise homogeneous agents, appeared in the initial papers using the bottleneck model (Vickrey 1969, Hendrickson and Kocur 1981), but was subsequently dropped as it did not affect equilibrium outcomes. However, once agents are heterogeneous along other dimensions then allowing for agents’ desired arrival time to be continuously distributed has significant effects on equilibrium outcomes.

Allowing for a continuum of desired arrival times affects equilibrium outcomes because it allows a positive measure of agents to arrive exactly on time. When agents are heterogeneous those who arrive on time will often be inframarginal with regard to the choice of when to arrive, meaning that if the cost of their chosen arrival time increases by a small amount, holding all else constant, they do not change when they arrive. I call these agents inframarginal, suppressing the specification of which dimension of choice they are inframarginal on.

Allowing for inframarginal agents changes the results, in particular, making it harder to generate a Pareto improvement when pricing all the lanes. Inframarginal agents strictly prefer their current arrival time, but adding tolls often changes the allocation of agents to arrival times. While this reallocation is efficiency enhancing, previously inframarginal agents who end up with a different arrival time are generally worse off, and often significantly so.

Allowing for inframarginal agents is also necessary for the model to make realistic predictions about travel times. As Hall (2017) shows, the evolution of travel times across the day suggests that the marginal driver at any point in time is quite willing to change when he arrives to save just a little travel time, which means the marginal driver cannot be someone with a fixed work schedule. A model that does not allow for inframarginal drivers must either predict travel times which climb (and fall) much quicker than observed or does not contain agents with very inflexible schedules.

3.1. Congestion technology. There is a single road connecting where people live to where they work; this road can be split into two routes, one tolled, the other

---

15 The two other papers to consider agents with a continuum of desired arrival times who are heterogeneous in other dimensions are Newell (1987), who shows analytically that equilibrium travel times and tolls only depend on the preferences of some drivers, and de Palma and Lindsey (2002), who numerically solve for the equilibrium when there are no tolls. I build on this work by finding closed form solutions for the equilibrium both when the road is completely free or completely priced, and when only a portion of the lanes are priced.
free. Let $\lambda_{\text{toll}}$ and $\lambda_{\text{free}}$ denote the fraction of capacity devoted to each route, where $\lambda_{\text{toll}} + \lambda_{\text{free}} = 1$. Travel along this road is uncongested, except for a single bottleneck through which at most $s^*$ vehicles can pass per unit time. Letting $r$ denote the route and $t$ the time of departure from home, when the departure rate on a route, $\rho_r(t)$, exceeds its capacity, $\lambda_r \cdot s^*$, a queue develops. Once the queue is more than $\epsilon$ vehicles long, the throughput of the bottleneck for that route falls to $\lambda_r \cdot s$, where $s \leq s^*$. Therefore, queue length, $Q_r$, measured as the number of vehicles in the queue, evolves according to

$$\frac{\partial Q_r(t)}{\partial t} = \begin{cases} 
0 & \text{if } Q_r(t) = 0 \text{ and } \rho_r(t) \leq \lambda_r \cdot s^*, \\
\rho_r(t) - \lambda_r \cdot s^* & \text{if } Q_r(t) \leq \epsilon \text{ and } \rho_r(t) > \lambda_r \cdot s^*, \ r \in \{\text{free, toll}\}. \\
\rho_r(t) - \lambda_r \cdot s & \text{if } Q_r(t) > \epsilon;
\end{cases}$$

I then simplify by taking the limit as $\epsilon \to 0$, so throughput on a congested route is constant.\(^{17}\)

Travel time on route $r$ for an agent arriving at $t$ is

$$T_r(t) = T^f + T^v_r(t), \quad r \in \{\text{free, toll}\},$$

where $T^f$ is fixed travel time—the amount of time it takes to travel the road absent any congestion—and $T^v_r(t)$ is variable travel time for route $r$. For simplicity, and without loss of generality, let $T^f = 0$. Throughout the rest of this paper, when we

---

\(^{16}\)Implicit in this is the assumption it is costless to split the road into two routes and that we can price a fraction of a lane. In reality, some separation between the priced and unpriced lanes is required. The Federal Highway Administration recommends a three to four foot buffer when a pylon barrier is used (Perez and Sciarra 2003, 39-40) and on I-394 in Minnesota there is a two foot buffer without any barrier (Halvorson and Buckeye 2006, 246). As federal standards call for twelve foot lanes on interstates (AASHTO 2005, 3), splitting the road into two routes could cost as much as a third of a lane. This space can come from narrowing the existing lanes at the cost of reducing the design speed of the highway or the highway could be widened by a few feet. In addition, in reality we are constrained to pricing an integer number of lanes. This will matter when pricing two-lane highways, but is less of an issue on the typical wide urban highway.

\(^{17}\)This allows me to keep the model simple, by not needing to model the short period where there is minor congestion but throughput has yet to fall, while avoiding existence of equilibrium problems which can occur when evaluated at $\epsilon = 0$. If $\epsilon = 0$ then it is possible for, if the route is congested, the equilibrium departure rate is too low to create congestion, but when the route is uncongested the equilibrium departure rate is high enough to create congestion.
discuss travel time we are only referring to the variable congestion-related travel time.\footnote{I define travel times as a function of when an agent arrives rather than departs for simplicity. Because this model is deterministic, there is a one-to-one mapping between departure times and arrival times, and thus doing so is innocuous. See Appendix B.1 for more details.}

3.2. **Agent preferences.** Agents choose when to arrive at work and which route to take to minimize the cost of traveling. Agents dislike three aspects of traveling: travel time, tolls, and schedule delay—that is, arriving earlier or later than desired. These costs combine to form the trip cost; the trip cost of arriving at time $t$ on route $r$ for an agent in group $i$ with desired arrival time $t^*$ is

$$p(t, r; i, t^*) = \alpha_i T_r(t) + \tau_r(t) + D_i(t^* - t)$$

where $\alpha$ is the cost per unit time traveling (i.e., the agent’s value of time) and $D_i$ is group $i$’s schedule delay cost function. Schedule delay costs are piecewise linear,

$$D_i(t^* - t) = (t^* - t) \begin{cases} \beta_i & t \leq t^* \\ -\gamma_i & t > t^* \end{cases}$$

where $\beta$ is the cost per unit time early to work, and $\gamma$ is the cost per unit time late to work. Each of these parameters represents how much an agent is willing to pay in money to reduce travel time or schedule delay by one unit of time.

Let $\beta_i < \alpha_i$ for all $i$. This means that agents would rather wait for work to start at the office than wait in traffic. It is needed to prevent the departure rate from being infinite.

To simplify, let $\gamma_i = \xi \beta_i$ for all $i$. This means that those who dislike being early also dislike being late, while those who do not mind being early similarly do not mind being late.\footnote{Relaxing this assumption would only affect my results if there are agents who switch from arriving early to arriving late, or vice-versa, when tolls are added to the road.}

Agents can differ in their value of time, schedule delay costs, and desired arrival time. A group of agents is the set of agents with the same value-of-time and schedule delay costs. We will primarily be concerned with the case where there are two groups.

The primary source of heterogeneity in agents’ value of time is variation in their income, and so if $\alpha_i > \alpha_j$ then group $i$ is richer than group $j$. While there are
other sources of heterogeneity in agents’ value of time,\(^{20}\) by using \(\alpha\) as a proxy for income we can directly discuss the primary concern with congestion pricing: that it helps the rich and hurts everyone else.

The ratios \(\beta/\alpha\) and \(\gamma/\alpha\) are an agent’s willingness to pay in travel time to reduce schedule delay (early and late respectively) by one unit of time, and provide a measure of how inflexible his schedule is, so let \(\delta_i = \beta_i/\alpha_i\) be group \(i\)’s inflexibility. The main source of heterogeneity in agents’ flexibility arises from differences in occupation, as the opportunity cost of time early or late is different for those with different types of jobs. If a factory worker is late he generally faces penalties and when he is early he passes the time talking with co-workers. Since there is not much difference for the factory worker between spending time traveling or being at work early, his \(\delta\) is close to one (the largest possible \(\delta\)). Similarly, due to the penalty when late, \(\xi\delta = \gamma/\alpha\) is large. In contrast, an academic can start working whenever he gets to the office and so has a very low marginal disutility from being early or late and so his \(\delta\) is closer to zero. Thus variation in \(\delta\) is driven by variation in schedule flexibility, where jobs that are more flexible lead to a lower \(\delta\).

Within each group, agents’ desired arrival times are uniformly distributed over \([ts, te]\). Having a continuous distribution of desired arrival times allows a positive measure set of agents to arrive on-time, and thus allows for inframarginal agents; assuming this continuous distribution is uniform keeps the model analytically tractable despite having a continuum of types. While it may seem more natural to assume an agent’s desired arrival time falls into some discrete set, such as \(\{7:00, 7:30, \ldots, 9:00\}\), what matters is when agents want to arrive at the end of the highway, not when they want to arrive at work. Because the distribution of distances between the end of the highway and work is continuous, the distribution of desired arrival times at the end of the highway is also continuous.

Let \(n_i\) denote the density of agents of group \(i\) who desire to arrive at a given time in \([ts, te]\), and \(N_i = (te - ts) n_i\) denotes the total mass of agents in group \(i\). Furthermore, \(\sum n_i\) is assumed to exceed the road’s capacity \((s^*)\), so it is impossible for all agents to arrive at their desired arrival time; thus some will need to arrive early or late.

\(^{20}\)A driver’s value of time reflects his marginal disutility of travel time and so can be affected by how comfortable his vehicle is or his taste for driving in congestion. Other empirically important sources of heterogeneity are trip purpose, distance, and mode, with the last likely driven by selection (Small and Verhoef 2007, Abrantes and Wardman 2011).
The density of agents of each type who use the road is independent of the trip cost—that is, demand for travel along this road is perfectly inelastic. Without this assumption the distribution of desired arrival times would no longer be uniform once tolls were added to the highway because tolling changes different types’ trip costs by different amounts, and the model would lose its analytical tractability.\(^{21}\)

Let \(\{r, t\} = \sigma (i, t^*)\) be the strategy of an agent in group \(i\) with desired arrival time \(t^*\); \(\sigma : G \times [t_s, t_e] \rightarrow \{\text{free, toll}\} \times [0, 24]\).

3.3. Definition of equilibrium. The relevant equilibrium concept is that of a perfect-information, pure-strategy Nash equilibrium, in which no agent can reduce his trip cost by changing his arrival time or route choice.

I show that an equilibrium exists by construction, and show that almost everywhere in the parameter space equilibrium trip prices, travel times, and tolls are unique, and the travel time profile and toll schedule have a single local maximum in Appendix E.\(^{22}\)

4. Finding the equilibrium

In this section, I solve for equilibrium trip cost. I start by making some observations that allow me to simplify the notation and analysis. Then I show how to find the equilibrium allocation of arrival times to agents on a free or tolled route, given the set of agents on that route, and how to back out equilibrium travel times and tolls from this allocation. Following this, I solve for the equilibrium when the road is free, when all the lanes are priced, and when a portion of the lanes are priced.

---

\(^{21}\)By having perfectly inelastic demand, I rule out one way pricing can hurt the poor: because congestion pricing lowers the cost for richer agents it induces more rich agents to travel. This counteracts some of the benefit to existing agents of increasing throughput. If demand for trips by the rich is sufficiently elastic it is even possible rush hour is longer once congestion pricing is implemented. In a previous version of this paper I had elastic demand, and homogeneous desired arrival times, and the elasticity of demand only had minor effects on the results. That said, there is evidence that the long run demand for travel is perfectly elastic (Duranton and Turner 2011). If demand is perfectly elastic for all types then it is impossible to increase or reduce the cost of travel, and pricing all the lanes, regardless of the effect it has on throughput, never hurts any agents even before the revenue is used.

\(^{22}\)The exception is when \(n_i = (1 - \lambda_{toll}) s\) for \(\delta_i > \delta_j\) on a free route and \(n_i = \lambda_{toll} s^*\) for \(\beta_i > \beta_j\) on a priced route. When uniqueness fails, there exists an equilibrium with trip prices, travel times, and tolls that are the limit of those same objects as \(n_i \rightarrow (1 - \lambda_{toll}) s\) for \(\delta_i > \delta_j\) on a completely free route and \(n_i \rightarrow \lambda_{toll} s^*\) for \(\beta_i > \beta_j\), and so I use those values.
4.1. Arrival rates. The fundamental scarcity is that there are times where more agents want to arrive than are able. Since not everyone can arrive at their desired arrival time, some agents must arrive early or late. For some agents to be willing to arrive early or late, they must receive a compensating differential in the form of lower travel times or cheaper tolls.

Since on a free route no toll is charged, travel times must vary. The only way to have non-zero travel time is for there to be queuing, and so there will always be congestion on the free route during rush hour, except at the very start and end—a zero measure set. Note that congestion does not necessarily mean long travel times, just that there is additional travel time due to congestion. Because a queue forms, throughput falls and the arrival rate on the free route is $\lambda_{\text{free}} \cdot s$ for all of rush hour.

In the bottleneck model, the optimal toll eliminates congestion. One virtue of the bottleneck model is that its production possibilities frontier has a unique optimal point that maximizes speed and throughput and so the optimal toll is the one that keeps us at this point. Restricting the departure rate on the priced route to less than $\lambda_{\text{toll}} \cdot s^*$ leaves capacity unused and creates unnecessary schedule delay. Allowing more than $\lambda_{\text{toll}} \cdot s^*$ vehicles to depart generates queuing, which wastes time and decreases throughput. This means the socially optimal toll is set to eliminate queuing and maximize throughput. The toll varies to induce some agents to arrive early or late, so they depart at the rate the priced route can handle; thus a queue never forms, and the departure and arrival rate on the tolled route is $\lambda_{\text{toll}} \cdot s^*$ for all of rush hour.

These observations allow me to simplify notation. Since there is no extra travel time due to congestion on the priced route and no toll on the free route, I drop the route-specific subscripts for $\tau$ and $T$.

Given these results, the bottleneck model when the road is completely free or priced is similar to the Hotelling (1929) differentiated goods model. We have a continuum of differentiated goods (arrival times), and agents have unit demand and bear a cost of purchasing a good different from the one they prefer (schedule delay costs). The key difference is that each good is “provided” by firms in a perfectly competitive market, who in aggregate inelastically supply $s_r$ units of the good.\(^\text{23}\)

\(^{23}\)It is also analogous to the von Thünen (1930) model of land use. Instead of land use we are modeling the use of arrival times, and we replace transportation costs with schedule delay costs.
4.2. **Assigning agents to arrival times.** The most desirable arrival times are allocated to those who are willing to pay the most for them. For a free route, the currency used is travel time. This means those who are very inflexible arrive closer to their desired arrival time because an agent’s inflexibility is his willingness to pay in travel time to reduce schedule delay, that is, his willingness to pay in travel time to arrive closer to his desired arrival time. This is formalized in the following lemma. The proof, along with all other omitted proofs, is given in Appendix E.

**Lemma 1.** If group $i$ is more inflexible than group $j$ (i.e., $\delta_i > \delta_j$) then if an agent from group $i$ with desired arrival time $t^*$ arrives at $t$ on a free route then no agent from group $j$ arrives between $t^*$ and $t$ on a free route.

For a priced route, the currency used to allocate arrival times is money. This means those with a high $\beta$ arrive closer to their desired arrival time because an agent’s $\beta$ is his willingness to pay in money to reduce schedule delay. This is formalized in the following lemma:

**Lemma 2.** If $\beta_i > \beta_j$ then if an agent from group $i$ with desired arrival time $t^*$ arrives at $t$ on the priced route, then no agent from group $j$ arrives between $t^*$ and $t$ on the priced route.

Define $t^\text{max}_i$ as the time such that the agent in group $i$ with this desired arrival time is indifferent between arriving early or late. Any agent from group $i$ who has desired arrival time $t^* < t^\text{max}_i$ strictly prefers to arrive early or on-time, and similarly if $t^* > t^\text{max}_i$ then they strictly prefer to arrive late or on-time. I use the superscript “max” for two reasons: first, the agent from group $i$ with desired arrival time $t^\text{max}_i$ will have the largest trip cost of any agent in group $i$; second, the peak of rush hour, $t^\text{max}$, occurs at one or more groups’ $t^\text{max}_i$.

Given these definitions and Lemma 1, we can assign agents to arrival times on a free route as follows. First, assume we know $t^\text{max}$ and $t^\text{max}_i$ for all $i \in G$. Then starting at $t^\text{max}$ and working our way backward, assign to each arrival time $t$ the most inflexible agents of those who want to arrive early or on-time at $t$ and are not yet assigned an arrival time until we have filled the available capacity. Likewise start at $t^\text{max}$ and work forward, assigning the most inflexible agents who want to arrive late or on-time at $t$. Break ties by allowing those with an earlier desired arrival time to arrive earlier.

When all agents have the same desired arrival time and the cost of being late is the same as the cost of being early the models are identical.
We can assign agents to arrival times on a priced route similarly, but using agents’ $\beta$ to order them rather than their inflexibility.

4.3. **Travel times and tolls.** Once we have assigned agents to arrival times on a free route, we can use their preferences to back out the travel time profile (i.e., the function $T$). If an agent arrives early or late on a free route, it must be true that his marginal rate of substitution between schedule delay and travel time equals the marginal rate of substitution the equilibrium travel time profile offers; that is, the slope of the travel time profile at the time he arrives must equal his inflexibility if he is early and $-\zeta$ times his inflexibility if he is late. If an agent arrives exactly at his desired arrival time, all we know is that his schedule delay costs are such that he is unwilling to accept schedule delay given the travel time profile. I formalize these results in the following lemma.

**Lemma 3.**

\[
\{t, \text{free}\} \in \sigma (i, t^*) \Rightarrow \begin{cases} 
\frac{dT}{dt} (t) = \alpha_i^{-1} \frac{dD_i}{dt} (t) & \text{if } t \neq t^*, \\
-\zeta \delta_i \leq \frac{dT}{dt} (t^*) \leq \delta_i & \text{if } t = t^*.
\end{cases}
\]

To finish defining the travel time profile, we add the initial condition that the travel time at the start of rush hour is zero.

Likewise, on a priced route, we can use agents’ preferences to back out the toll schedule (i.e., the function $\tau$). Using similar logic as above, we obtain the following lemma:

**Lemma 4.**

\[
\{t, \text{toll}\} \in \sigma (i, t^*) \Rightarrow \begin{cases} 
\frac{d\tau}{dt} (t) = \frac{dD_i}{dt} (t) & \text{if } t \neq t^*, \\
-\zeta \beta_i \leq \frac{d\tau}{dt} (t^*) \leq \beta_i & \text{if } t = t^*.
\end{cases}
\]

To finish defining the toll schedule I assume the toll is zero when the road is uncongested and so is zero at the start of rush hour. Allowing negative tolls is an effective way to “spend” the revenue raised by congestion pricing to improve congestion pricing’s distributional impacts; by ruling out negative tolls we make it harder to generate a Pareto improvement.

\[\text{[24] This lemma also implies that to have inframarginal agents there must be a kink in the schedule delay cost function.}\]
4.4. Equilibrium trip prices. Now that we know when agents arrive, and thus their schedule delay, and their travel time or toll, we can derive agents’ trip costs. I do so for one of two cases when the road is completely free or priced, and one of eight cases when a portion of the lanes are priced, leaving the remaining cases for Appendix C.\footnote{When the road is completely free or priced the two cases are whether or not any agents are inframarginal. When pricing a portion of the lanes there are eight possible cases. The three dimensions in which the cases differ are (1) which group is not arriving off-peak, (2) whether some agents from this group are inframarginal or not, and (3) whether they are on one or two routes.}

For simplicity, define group $A$ as the group that arrives off-peak, and group $B$ as the group that arrives on-peak. This reduces the number of cases we need to solve and we can map $A$ and $B$ into rich and poor as needed. Lemma 1 implies that on a free road $\beta_A/\alpha_A < \beta_B/\alpha_B$ and Lemma 2 implies that on a toll road $\beta_A < \beta_B$. When the entire road is either free or priced, one of two cases apply: either $n_B \leq s$ or $n_B > s$. I solve the first case below, and save the second for Appendix C.

4.4.1. Equilibrium when road completely free. When $n_B \leq s$ on a free road there is enough capacity for the inflexible agents to all arrive exactly at their desired arrival time. This means that only flexible agents arrive early or late.

Defining $t_{ij}$ as the time when agents from group $i$ stop arriving and agents from group $j$ start arriving, and, for the sake of notation, defining a fictional group 0 who travels when no one else is on the road, we can use Lemma 3 to define the equilibrium travel time profile as the solution to

$$
\begin{align*}
\frac{dT_I}{dt}(t) &= \begin{cases} 
\beta_A/\alpha_A & t_{0A} \leq t < t_{A}^{\max}, \\
-\gamma_A/\alpha_A & t_{A}^{\max} \leq t < t_{A0}, \\
0 & \text{otherwise}
\end{cases} \\
T_I(t_{0A}) &= 0.
\end{align*}
$$

The subscript $I$ denotes that these objects belong to the case where some agents are inframarginal.

This allows us to write equilibrium travel times as a function of the start of rush hour, $t_{0A}$, the end of rush hour, $t_{A0}$, and the peak of rush hour, $t_{A}^{\max}$. The requirements of equilibrium give us three equations that can be solved for these three unknowns.

The first equation requires that the demand for early arrivals by agents in group $A$ equals the supply. The supply for early arrivals is the capacity available between
the start of rush hour and the peak. In this period of time \((t_{A_{max}} - t_{0A})\) s agents can arrive. However, we need to account for the capacity used by agents in group \(B\). Since they arrive on-time, \((t_{A_{max}} - t_s) n_B\) of the capacity available for early arrivals is used by agents of group \(B\). All agents in group \(A\) with a desired arrival time before \(t_{A_{max}}\) arrive early, and so demand for early arrivals by agents in group \(A\) is \((t_{A_{max}} - t_s) n_A\). Thus in equilibrium

\[
(4.3) \quad (t_{A_{max}} - t_{0A}) s - (t_{A_{max}} - t_s) n_B = (t_{A_{max}} - t_s) n_A.
\]

The second equation is similar to the first, and requires that the demand for late arrivals by agents in group \(A\) equals the supply. By similar reasoning as above, in equilibrium

\[
(4.4) \quad (t_{A0} - t_{A_{max}}) s - (t_e - t_{A_{max}}) n_B = (t_e - t_{A_{max}}) n_A.
\]

The third equation comes from requiring that travel time at the end of rush hour be zero:

\[
(4.5) \quad T_I(t_{A0}) = 0.
\]

We now know enough to find equilibrium trip costs. Solving (4.3), (4.4), and (4.5) yields the equilibrium travel time profile. We then find each type’s equilibrium trip cost \(\bar{p}(i, t^*) = \min_{t,r} p(t, r; i, t^*)\), and do so in Appendix C. The equilibrium trip costs for agents in group \(A\) are

\[
(4.6) \quad \bar{p}_{I,\text{free}}(A, t_{A_{max}}) = \beta_A (N_A + N_B) \frac{1}{s} \frac{\bar{c}}{1 + \xi},
\]

\[
(4.7) \quad \bar{p}_{I,\text{free}}(A, t^*) = \bar{p}_{I,r}(A, t_{A_{max}}) - (t_{A_{max}} - t^*) \begin{cases} 
\beta_A & t^* \leq t_{A_{max}} \\
-\xi \beta_A & t^* > t_{A_{max}}
\end{cases}.
\]

For group \(B\) agents equilibrium trip prices are

\[
(4.8) \quad \bar{p}_{I,\text{free}}(B, t^*) = \frac{\alpha_B}{\alpha_A} \bar{p}_{I,\text{free}}(A, t^*).
\]

While (4.7) and (4.8) can be calculated directly, they are also fairly intuitive. First, note that due to the slope of the travel time profile every agent in group \(A\) who arrives early is indifferent between arriving at their desired arrival time or earlier, and likewise those who are late are indifferent between arriving at their desired arrival time or later.
To see the intuition behind (4.7) consider two agents in group $A$, one with desired arrival time of $t_{A}^{\text{max}}$ and the other of $t^*$. They are both willing to arrive at $t^*$, and were they to do so the only difference in their trip cost would be the difference in their schedule delay costs at $t^*$. This means we can write the trip cost of the second as the trip cost of the first minus the difference in their schedule delay costs at $t^*$.

To see the intuition for (4.8) consider two agents with desired arrival time $t^*$, one from each group. Both are willing to arrive at $t^*$. When arriving at $t^*$ on a free road neither of them have any schedule delay costs and they face the same travel time, so the only difference in their trip cost is due to the difference in their value of time. By dividing the group $A$ agent’s trip cost by his value of time we recover the travel time at $t^*$, which we then multiply by the group $B$ agent’s value of time to obtain the group $B$ agent’s trip cost.

4.4.2. Equilibrium when road completely priced. We find the equilibrium when the road is priced similarly. As $n_B \leq s$ there is enough capacity for all agents in group $B$ to arrive on-time. Using Lemma 4 we can define the equilibrium toll schedule as the solution to

$$
\frac{d \tau_I}{dt}(t) = \begin{cases}
\beta_A & t_{0A} \leq t < t_{A}^{\text{max}} \\
-\gamma_A & t_{A}^{\text{max}} \leq t < t_{A0}, \\
0 & \text{otherwise}
\end{cases}
$$

(4.9)

$$
\tau_I(t_{0A}) = 0.
$$

(4.10)

Again we have three variables still to determine. Because capacity on toll road increases to $s^*$, we replace $s$ with $s^*$ in (4.3) and (4.4), as well as changing subscripts to denote that we are considering a toll road. Finally, we replace (4.5) with

$$
\tau_I(t_{A0}) = 0.
$$

(4.11)

We now know enough to find the equilibrium toll schedule and trip costs. As before, the details are in Appendix C. The equilibrium trip costs for agents in group $A$ are

$$
\bar{p}_{I,\text{toll}}(A,t_{A}^{\text{max}}) = \beta_A (N_A + N_B) \frac{1}{s^*} \frac{\xi}{1+\xi},
$$

(4.12)

$$
\bar{p}_{I,\text{toll}}(A,t^*) = \bar{p}_{I,r}(A, t_{A}^{\text{max}}) - (t_{A}^{\text{max}} - t^*) \begin{cases}
\beta_A & t^* \leq t_{A}^{\text{max}} \\
-\xi \beta_A & t^* > t_{A}^{\text{max}}
\end{cases}
$$

(4.13)
For group $B$ agents equilibrium trip prices are

$$
\bar{p}_{i,\text{toll}}(B, t^*) = \bar{p}_i(A, t^*).
$$

(4.14)

The only difference between (4.12) and (4.6) is that highway capacity is higher, and (4.13) and (4.7) are identical. This is because the equilibrium trip price for agents in group A when group B is is inframarginal is pinned down by the cost of arriving at the start or end of rush hour. Adding tolls only changes this by changing highway capacity, and thus changing the length of rush hour.

The intuition behind (4.13) and (4.14) is similar to that for (4.7) and (4.8). The only slight difference is as follows. For (4.14), consider two agents with desired arrival time $t^*$, one from each group. Both are willing to arrive at $t^*$. When arriving at $t^*$ they face the same toll and have no schedule delay or travel time, and so their trip costs are identical.

4.4.3. Equilibrium when value pricing. We now solve for the equilibrium when pricing a portion of the lanes. Solving for the equilibrium is now more complicated because agents choose which route they take as well as their arrival time. To solve for the equilibrium when there are two groups, I first derive two results that make assigning agents to routes simpler, and then setup and solve a system of linear equations for each of the eight value pricing cases. I solve one case below, and solve the remaining cases in Appendix C.2.

The first result which simplifies assigning agents to routes is as follows:

**Lemma 5.** The same group arrives off-peak on both routes, or at least is indifferent about doing so.

This first result follows from the fact that for all agents the cost of arriving at the very start of rush hour is the same on both routes because at those times there is no toll or travel time, just schedule delay. Likewise, the cost of arriving at the very end of rush hour is the same on both routes.

The second result formalizes the intuition that the rich prefer to be on the priced route and the poor prefer the free route:

---

26In two of the cases the toll schedule or travel time profile is not completely defined by Lemmas 3 and 4 and so I use another indifference relation to characterize part of the toll schedule or travel time profile.
Lemma 6. If there are two families and two routes, one priced and one free, then the rich will never be on the free route unless the poor are too, and the poor will never be on the priced route unless the rich are too.

Now I solve the case when the poor group is not arriving off-peak, they are inframarginal, and are traveling on one route. The subscript $1R, I, poor$ denotes objects which below to this case. To keep subscripts from being unwieldy, define group 1 as rich and group 2 as poor (i.e., $a_1 \geq a_2$).

In this case the rich agents travel on both routes and are always marginal while the poor agents travel only on the free route and are inframarginal. For this to be possible there must be enough capacity on the free route for all poor agents to arrive on-time, i.e., $n_2 \leq (1 - \lambda_{toll}) s$.

Tolls and travel times are the same as when the entire road is free or priced and poor agents are inframarginal. The travel time profile is defined by (4.1), (4.2), and (4.5), and the toll schedule is defined by (4.9)–(4.11).

We then require that for the rich the supply for arrival times equals the demand, both for early and late arrivals. This gives us the final two equations we need to define equilibrium.

\[
(t_{1\text{max}} - t_{01}) (\lambda_{toll}s^* + (1 - \lambda_{toll}) s) - (t_{1\text{max}} - t_s) n_2 = (t_{1\text{max}} - t_s) n_1, \quad \text{and}
\]

\[
(t_{10} - t_{1\text{max}}) (\lambda_{toll}s^* + (1 - \lambda_{toll}) s) - (t_e - t_{1\text{max}}) n_2 = (t_e - t_{1\text{max}}) n_1.
\]

Solving this system of equations gives us the equilibrium travel time profile and toll schedule, from which we find the trip costs, which are

\[
\bar{p}_{1R,I,poor} (1, t_{1\text{max}}) = \frac{N_1 + N_2}{\lambda_{toll}s^* + (1 - \lambda_{toll}) s} \frac{\zeta}{1 + \zeta'},
\]

\[
\bar{p}_{1R,I,poor} (1, t) = \bar{p}_{1R,I} (1, t_{1\text{max}}) - (t_{1\text{max}} - t) \begin{cases} 
\beta_1 & t \leq t_{1\text{max}}, \\
-\zeta \beta_1 & t > t_{1\text{max}},
\end{cases}
\]

\[
\bar{p}_{1R,I,poor} (2, t) = \frac{a_2}{a_1} \bar{p}_{1R,I} (1, t).
\]

5. Results

We now use the model to understand how a carefully designed toll on a portion of the lanes of a highway can generate a Pareto improvement, even before the toll revenue is spent. We start with the case where every agent is identical to highlight
the importance of hypercongestion to my results. Then I show how heterogeneity in agent preferences makes it difficult to generate a Pareto improvement, even in the presence of hypercongestion, and how value pricing can overcome these difficulties. Next I derive a simple, and general, sufficient condition for when congestion pricing leaves all agents better off: as long as some rich agents use the highway at the peak of rush hour then value pricing generates a Pareto improvement. This result holds even when there are an arbitrary number of groups. I end the section by exploring the trade-offs between equity and efficiency inherent in pricing a portion of the lanes to generate a Pareto improvement.

If congestion pricing can undo the effects of hypercongestion and increase both speeds and throughput, then, as Johnson (1964) first showed using a static model, congestion pricing generates a Pareto improvement when agents are identical. A similar result has also been derived in dynamic models of downtown congestion in Arnott and Inci (2010), Arnott (2013), and Fosgerau and Small (2013).

**Proposition 1.** If all agents are homogeneous in the bottleneck model with a throughput drop (i.e., \( s < s^* \)), then congestion pricing generates a Pareto improvement and helps all agents before the toll revenue is spent.

When queues reduce throughput then a carefully designed, time-varying toll can smooth the rate at which vehicles get on the highway, eliminating the queue with its attendant frictions, and thereby increase both speeds and throughput. Because rush hour is shorter, all agents are better off.

Figure 5.1 gives a numerical example of how this occurs. When the road is unpriced, drivers depart from home at rate \( \rho(t) \). At 7:00 a.m., rush hour begins and 48 vehicles per minute depart from home, but if the highway’s maximum throughput is only 40 vehicles per minute, then a queue forms and travel times start climbing. As the queue gets longer, the second externality takes effect and highway throughput falls to just 32 vehicles per minute. As we approach 8:30, the number of vehicles on the highway as well as travel times climb to their peak. At 8:30, the departure rate falls to 8 vehicles per minute, allowing the length of the queue, and thus travel times, to start falling, until eventually everyone has reached work and rush hour ends at 9:20. In equilibrium, homogeneous drivers are indifferent between departing anytime during rush hour; they can either leave

---

27 These agents will be identical in every dimension, so \( t_s = t_e \) and \( n_1 \) is a point mass.

28 This example sets \( \delta = 1/3, \xi = 9, s = 32, s^* = 40, t^* = 9:00, \) and \( N = 4,480 \).
early (or late) to avoid traffic but get to work earlier (or later) than desired, or leave so as to arrive right on-time but endure a long commute in bad traffic.

Using time-varying tolls we can induce drivers to depart at rate $\tilde{\rho}(t)$, reducing the departure rate before 8:30 and increasing the rate thereafter. By preventing the queue from forming, we eliminate both externalities; there is no queue and throughput remains high at 40 vehicles per minute. Since throughput is higher, rush hour is shorter. In our numerical example, rush hour can start 25 minutes later and end 3 minutes earlier.

We can use the effect of pricing on the first driver to depart in the morning as a sufficient statistic for the welfare impacts of congestion pricing. When the road is free, this driver does not face any congestion, but leaves for work very early. Adding tolls shortens rush hour, so he does not need to leave as early; and he still faces no congestion and pays no toll, and therefore is better off. As all drivers are identical, then the fact that the first driver to depart is better off means all drivers must be better off; we have obtained a Pareto improvement before spending the revenue.

Allowing for heterogeneous agents makes it difficult for congestion pricing to generate a Pareto improvement. While charging time-varying tolls can increase speeds and throughput by preventing the destructive effects of queuing, it also requires changing the currency used to allocate arrival times from time to money.
Although both of these effects increase social welfare, changing the currency used typically hurts poor agents, and in particular it hurts poor inflexible agents.

Changing the currency hurts agents who are both inflexible and poor because the direct effect of changing the currency is to make desirable arrival times relatively cheaper for richer agents. This means a poor agent who had been traveling at the peak—that is, a poor agent who is also inflexible—either needs to pay more to outbid the rich agent to continue to travel at the peak, or travel further off-peak, thereby increasing his schedule delay.

As a result, even a tiny amount of heterogeneity can make it essentially impossible to generate a Pareto improvement when pricing all of the lanes, as Proposition 2 shows.

**Proposition 2.** If all agents are homogeneous except for a single agent who is poorer and must arrive on-time at the peak of rush hour, then in the bottleneck model with a throughput drop (i.e., $s < s^*$), pricing all the lanes helps all agents before the toll revenue is spent if, and only if,

$$\frac{s}{s^*} \leq \frac{\alpha_{\text{poor}}}{\alpha_{\text{rich}}}.$$  

Thus if there exists just a single inflexible agent whose value of time is half that of the rest of the agents, then adding tolls must double throughput in order for adding tolls to all of the lanes to generate a Pareto improvement. Inflexible poor agents do exist, and as we saw in Section 2, the largest estimates for $s/s^*$ are 25 percent.

However, by pricing just a portion of the lanes, we can preserve the ability of the poor to pay with their time instead of their money to travel at the peak, while still increasing highway throughput in some of the lanes. While the increase in total throughput is smaller than when pricing all the lanes, and so the social welfare gains are smaller too, doing so makes it easier to obtain a Pareto improvement.

We can formalize this intuition most cleanly by considering what happens when the only heterogeneity is due to a small group of poor agents, so small that they do not affect the equilibrium. If we price all the lanes there is no guarantee they are not worse off; however, when we price just a portion of the lanes we can know that they are better off.

**Proposition 3.** If all agents except for a zero measure set are homogeneous, then in the bottleneck model with a throughput drop (i.e., $s < s^*$), pricing a portion of the lanes helps all agents before the toll revenue is spent.
Proof. Since the zero measure group of agents has no impact on equilibrium, we know by Proposition 1 that all agents in the group with positive measure are better off. For those agents in the positive measure group who are on the free lanes to be better off, travel times must have fallen at each point in time. Thus if the zero measure agents travel on the free lanes at the same time they traveled before, then they will have shorter travel times and be better off. Since they have an option that gives them a lower trip cost than before, whatever they choose must make them better off. Thus all agents are better off.

The logic behind this proof leads to a straightforward empirical test for whether value pricing gives rise to a Pareto improvement, even with arbitrary heterogeneity: check if travel times on the free lanes fell for every point in time. If so, pricing must have helped every agent.

While there is no guarantee that value pricing will generate a Pareto improvement when agents are heterogeneous, even when pricing increases throughput, we will shortly derive an intuitive sufficient condition which suggests it typically will. First, consider an example of when it does not generate a Pareto improvement. In this example there are two groups: rich and flexible finance professors, and poor and inflexible retail store cashiers. When there are no tolls on the road the finance professors take advantage of their flexibility to avoid rush hour traffic by traveling before or after the peak. After all, they can start working once they get to their office, or work from home for a while and leave late. In contrast, the cashiers travel so as to arrive at work close to their desired arrival time; while they waste time sitting in traffic, this is not much different from getting to work early and wasting time waiting for their shift to start. Thus, when the road is unpriced, the cashiers travel at the peak of rush hour and the finance professors travel off-peak.

If the finance professors are sufficiently richer than the cashiers, then the order of arrival reverses on any lanes we toll. The finance professor did not like waking up early to avoid traffic, but was willing to do so because he could start working as soon as he arrived at his office. Now by paying a toll to travel at the peak he can avoid both waking up early and sitting in traffic. Unfortunately, in switching
from traveling off-peak to on-peak, the finance professor displaces the cashier, who must now travel off-peak.\textsuperscript{29} The cashiers are worse off.

That said, even in this example there are two ways value pricing can still generate a Pareto improvement. First, the increase in capacity due to pricing could be large enough to off-set the harm to the cashiers from being displaced from the peak. Second, we may be able to avoid the cashiers being displaced at all. If the highway capacity was large enough when the road was free for all the cashiers to arrive exactly on-time, and even some of the finance professors were able to arrive on-time (i.e., the cashiers were inframarginal), and if we leave enough of the lanes unpriced so that all the cashiers can continue to travel on an unpriced route and arrive on-time, then the finance professors who already had been traveling at the peak will travel on the priced lanes, and none of the cashiers are displaced by finance professors shifting from off-peak to on-peak. Because we have priced some of the lanes, throughput is higher, rush hour shorter, and all agents are better off.

Furthermore, by considering the dynamics of rush hour it is even possible for pricing all the lanes to help all road users. Consider an example where the rich are more inflexible than the poor, so that instead we have relatively poor yet flexible humanities professors, and rich yet inflexible lawyers. When the road is free, the flexible humanities professors wake up early to avoid traffic while the inflexible lawyers travel at the peak, putting up with traffic as the price of being on-time to their many meetings. Now when we add tolls the order of arrival does not change: the humanities professors still get to work early (they would rather show up early than pay a hefty toll) and the lawyers still travel at the peak, but are thrilled to pay a toll rather than sit in traffic. The increased capacity of the highway due to pricing means the humanities professors do not need to get to work quite as early and reduces the equilibrium tolls both groups pay. Everyone is better off.

Combining these last two heuristic arguments suggests we can avoid the harm from congestion pricing if there are already some rich agents traveling at the peak of rush hour. This intuition is formalized in the following proposition.

\textbf{Proposition 4} (Sufficient condition for pricing to generate a Pareto improvement). \textit{If there are two groups of agents, pricing can increase throughput \((s^* > s)\), and there are some rich agents traveling at the peak of rush hour when the road is free, then there exists}

\textsuperscript{29}Alternatively, if the finance professors are not sufficiently richer than the cashiers, the cashiers will choose to outbid the finance professors for the right to travel at the peak of rush hour. However, doing so still leaves them worse off (unless the throughput drop is large enough).
Figure 5.2. Fraction of drivers on highway with household income \( \geq \$100,000 \)

Source: 2009 National Household Travel Survey
Notes: Figure plots the fraction of drivers using the interstate, on a weekday, who live in a metropolitan statistical area (MSA), who have household income over $100,000 for each hour of the day. Sample weighted to reflect the population of MSAs. Confidence intervals calculated using Jackknife-2 replicate weights.

... a \( \lambda_{\text{toll}} \in (0, 1] \) such that pricing \( \lambda_{\text{toll}} \) of the lanes generates a Pareto improvement even before the revenue is spent. Furthermore, if \( x \) percent of those using the road at the peak are rich, then pricing \( x \) percent of the lanes generates a Pareto improvement.

Using data from the 2009 National Household Travel Survey I confirm the requirements of this proposition hold. Figure 5.2 plots the fraction of drivers using the highway who are have household incomes greater than $100,000, the highest incomes reported on the survey, and shows that the rich make up more than 25 percent of the vehicles on the road during both the morning and afternoon rush hours. This implies pricing a fourth of the lanes will generate a Pareto improvement even before the revenue is spent.\(^{30}\)

Proposition 4 can be generalized beyond two groups. To generalize, we require that for all times \( t \) the richest agents arriving are at least as rich as those who have

\(^{30}\)This empirical test is imperfect as I must lump all drivers with household incomes above $100,000 into one group. Ideally I would have finer gradations of value of time. That said, the fact that drivers in this income category are using the road at all times suggests that even with finer gradations I would find a similar pattern.
arrived between \( t \) and \( t^{\text{max}} \). The logic continues to hold that when we price a small fraction of the lanes the rich who had been arriving at \( t \) (or closer to the peak) will use the priced capacity on the priced lane and so no one will be displaced, allowing us to generate a Pareto improvement. Figure 5.2 shows that, if we are comfortable with grouping all those earning more than $100,000 into the group of “richest agents”, this condition is met.

The examples above also highlighted the importance of the correlation between value of time and inflexibility in whether we are able to generate a Pareto improvement. In the first example, the rich were also more flexible than the poor, and this made it more difficult to generate a Pareto improvement, while when the poor were more flexible than the rich pricing all of the lanes generated a Pareto improvement.\(^{31}\)

I fully characterize the set of parameters for which pricing part or all of the lanes generates a Pareto improvement when there are two groups in Appendix D. Both sets of results are shown visually in Figure 5.3. Because equilibrium trip costs take a different form depending on whether the rich or poor are more inflexible, whether any agents are inframarginal, and whether both groups are on one or two routes, doing so requires solving 19 different cases. Proposition 5 highlights the most important additional results from doing so, where the phrase “more likely” is formally defined as follows.

**Definition.** Let \( V_{x=x_0} \) be the set of parameters for which outcome \( Z \) occurs given that parameter \( x \) has value \( x_0 \). If \( x_0 < x_1 \Leftrightarrow V_{x=x_0} \subset V_{x=x_1} \), then outcome \( Z \) is more likely as \( x \) increases. Similarly, if \( x_0 > x_1 \Leftrightarrow V_{x=x_0} \subset V_{x=x_1} \), then outcome \( Z \) is more likely as \( x \) decreases.

**Proposition 5.** If there are two groups then pricing all or part of the lanes is more likely to generate a Pareto improvement prior to spending the toll revenue as

- the throughput drop \((1 - s/s^*)\) increases,
- the ratio of inflexibility of rich to poor \((\delta_{\text{rich}}/\delta_{\text{poor}})\) increases, and
- income inequality \((\alpha_{\text{rich}}/\alpha_{\text{poor}})\) decreases.

In addition

- for any set of parameters there exists a throughput drop large enough such that pricing the entire road generates a Pareto improvement, and

\(^{31}\)This result also generalizes to an arbitrary number of groups. If the rank correlation between value of time and inflexibility is -1, and \( s^* \geq s \), then pricing all of the lanes generates a Pareto improvement before the revenue is used.
Figure 5.3. Parameter values where pricing leads to a Pareto improvement. In the areas we can only sometimes price our ability to achieve a Pareto improvement depends on whether $\frac{\beta_{\text{rich}}}{\beta_{\text{poor}}}$ is small enough. Several threshold levels of $\frac{\beta_{\text{rich}}}{\beta_{\text{poor}}}$ are drawn with dashed lines for when $n_{\text{poor}} \leq s^*$ or dotted lines for when $n_{\text{poor}} > s^*$. Figures drawn with $s/s^* = 0.9$.

- the set of parameter values such that pricing all the lanes generates a Pareto improvement is a subset of the closure of the set of parameter values such that pricing a portion of the lanes generates a Pareto improvement.

The intuition for these results is as follows. First, as the throughput drop increases, it becomes more likely that the efficiency gains from adding tolls offset any harm done by pricing to the poor. Furthermore, if the throughput drop is ridiculously large, then adding tolls makes it possible for everyone to arrive at their desired arrival time while paying a minimal toll, and so regardless of the parameters we can generate a Pareto improvement given a large enough throughput drop.

Second, as the ratio of inflexibility of rich to poor increases or income inequality decreases, the harm done to the poor falls. The harm done to the poor falls when the ratio of inflexibility increases because the poor are less likely to be displaced from their previous arrival time. The harm done to the poor falls when income inequality decreases because changing the currency used to allocate arrival times from time to money has less of an effect.

Finally, except for a zero measure set of knife-edge cases, if pricing all of the lanes generates a Pareto improvement, then so does pricing some of them. This follows from the trip cost functions being continuous almost everywhere, and
implies that by considering pricing just a portion of the lanes we can expand the set of situations where we are able to generate a Pareto improvement.

Figure 5.3 also shows how these results build on prior results. Arnott et al. (1994) show adding tolls to all the lanes generates a Pareto improvement when parameters put us in the top half of Figure 5.3b. Furthermore, this paper’s Proposition 4 simplifies Figure 5.3 by saying we can price part or all of the lanes if anywhere in Figure 5.3a or in the top half of Figure 5.3b.

In many cases, obtaining a Pareto improvement requires leaving some of the lanes unpriced, and thus requires leaving some of the potential welfare gains from congestion pricing unrealized. In these cases, policy makers face a trade-off between equity and efficiency: by pricing all of the lanes they hurt some road users but maximize efficiency, while pricing some of the lanes is more equitable but less efficient. I explore this trade-off in two ways. First, in Appendix Proposition D.3, I characterize the ratio of maximum harm to toll revenue per capita when pricing all the lanes. Normalizing by toll revenue per capita helps in two ways; first, it removes the dependence on the levels of the parameters (rather than ratios); second, it quantifies how much of the revenue would need to be rebated on a lump sum basis to generate a Pareto improvement. Second, I calculate the share of total welfare gains that must be sacrificed to obtain a Pareto improvement. Figure 5.4 plots both these objects, and Appendix Figures D.1 and D.2 show the same plots for five sets of alternate parameter values. To a large degree the figures in the appendix are simply shifted versions of Figure 5.4. None of the plots show results for $\delta_{\text{rich}}/\delta_{\text{poor}} > 1$ since, as Figure 5.3 shows, in these cases pricing all of the lanes generates a Pareto improvement.

The left side of Figure 5.4 shows the ratio of the maximum harm done to toll revenue per capita. The harm done often exceeds toll revenue per capita, suggesting that using the revenue to turn congestion pricing into a Pareto improvement may require targeting the use of the revenue very precisely. For the parameters plotted, the harm done increases sharply as the fraction of agents who are rich exceeds a third, because at that point the poor agents become inframarginal. When the poor are inframarginal, they strictly prefer their ex-ante arrival times, and so are severely hurt when adding tolls either causes them to be displaced from the peak or requires them to outbid rich agents to maintain their current arrival time. The
Figure 5.4. The ratio of the maximum harm done to toll revenue per capita, left, and the share of social welfare gains sacrificed to generate a Pareto improvement, right. Figures drawn with $s/s^* = 0.9$, $(n_{\text{poor}} + n_{\text{rich}})/s = 1.5$, and $\beta_{\text{rich}}/\beta_{\text{poor}} = 1$.

harm done to the poor is increasing as the ratio of inflexibilities decreases because this increases the harm from being displaced.\footnote{In general, a lower ratio of inflexibility also increases the probability of displacement, since if the ratio is greater than one then the poor are traveling off-peak when the road is free, and so cannot be displaced from the peak, while if the ratio is less than one the poor are traveling at the peak and so may be displaced (depending $\beta_{\text{rich}}/\beta_{\text{poor}}$).}

The right side of Figure 5.4 shows the share of social welfare gains sacrificed to generate a Pareto improvement. Consistent with Figure 5.3b, pricing all of the lanes generates a Pareto improvement when very few agents are rich or the ratio of inflexibility is high. Once the fraction of agents who are rich exceeds a third, so that the poor are inframarginal when the road is free, then, consistent with Figure 5.3a, pricing a portion of the lanes generates a Pareto improvement, and typically captures a large share of the welfare gains.\footnote{In Figure 5.4, the median share of the welfare gains captured when pricing a portion of the lanes is 71 percent.} Once the poor are inframarginal when the road is free, the share of welfare gains lost is decreasing as the fraction of agents who are rich is increasing. This occurs because the larger the fraction of
agents who are rich, the smaller the fraction of agents who are poor, and thus the smaller the fraction of lanes that must remain free to preserve the ability of the poor to travel at the peak on unpriced lanes. The smaller the share of lanes that remain free, the smaller the share of welfare gains lost.

Two observations worth highlighting from Figure 5.4 are that, first, it is precisely when pricing all of the lanes does the most harm to the poor that value pricing captures a large share of the possible welfare gains. This occurs when the poor are inframarginal when the road is free. Second, there exist parameter values, such as when 10–20 percent of agents are rich, for which it is impossible to generate a Pareto improvement before using the revenue, but at the same time the harm done from pricing all of the lanes is very small (averaging 6 percent of the toll revenue). For such parameter values, it seems reasonable to expect that the use of the revenue could generate a Pareto improvement, or even that it would be politically feasible to implement congestion pricing without compensating those who are hurt by it.

6. Conclusion

This paper has shown that a carefully designed toll applied to a portion of the lanes of a highway can generate a Pareto improvement, even before the toll revenue is spent. Specifically, I first show that a time-varying toll that smooths the rate at which drivers enter the highway can increase both speeds and throughput, generating a Pareto improvement when agents are homogeneous. I then show that when agents are heterogeneous, a Pareto improvement can still be generated, but we will typically be limited to pricing a portion of the lanes. By pricing a portion of the lanes, we increase total highway throughput while preserving the ability of the poor to pay with time instead of money. I derive an intuitive sufficient condition for value pricing to yield a Pareto improvement: we simply need some rich drivers to be using the highway at the peak of rush hour. Further, I show that this sufficient condition is satisfied. Finally, while obtaining a Pareto improve often requires sacrificing some of the potential social welfare gains from congestion pricing, it is when the harm done to the poor is at its largest that value pricing captures a large share of the potential welfare gains from congestion pricing.

There are at least four ways to make it even more likely value pricing generates a Pareto improvement. First, we can use the revenue to help those whom congestion
pricing harms. Second, we can include in our analysis other ways for the poor to pay with time instead of money to use the priced lanes. Riding a bus that uses the priced lanes and carpooling both take extra time, but provide access to the priced lanes at reduced financial cost. Third, we can recognize that everyone is in a hurry sometimes (i.e., agents face shocks to their preferences), and so even if some drivers are worse off on some days, they may gain enough value from taking the faster priced lanes on days they are in a hurry such that value pricing yields a Pareto improvement. Fourth, we can include in our analysis the benefits from reducing fuel usage as decreasing pollution helps everyone.
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