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Abstract

I extend the Antras and Helpman (2004) model of the international organization of production to

incorporate the role of credit constraint in the presence of �nancial frictions. A continuum of �nal-

good producers with heterogeneous productivities decide to integrate or outsource the intermediate

inputs and in which countries to source the inputs. In the model, under outsourcing, the intermediate

supplier has to �nance the �xed organization costs, whereas under vertical integration, the burden

lies on the �nal good producer. Firms in some sectors need to �nance a greater share of their

costs externally. In addition, sectors di¤er in their endowment of tangible assets that can serve

as collateral. Final-good producers in some sectors �nd it easier to operate because they need to

raise less outside �nance and have more tangible assets. Credit constraints vary across countries

because contracts between �rms and investors are more likely to be enforced at higher levels of

�nancial development. This model generates equilibria in which �rms with di¤erent productivity

levels choose di¤erent ownership structure and suppliers location. I study the e¤ect of improvements

in �nancial contractibility on the relative prevalence of organizational forms. An improvement in

�nancial contractibility in one country decreases the market share of vertically integrated �rms in

that country, this e¤ect is more pronounced in the �nancially vulnerable sector, i.e. the sectors

that are more dependent on outside �nance and have less tangible assets. Second, the more �nancial

developed a country is, the greater is the variety of products �nal good producers choose to outsource

the intermediate inputs to that country. This e¤ect is more pronounced in the �nancial vulnerable

sector. I provide empirical results to support the theoretical predictions.
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1. Introduction

The traditional theories of international trade in a complete-contracting framework cannot answer

questions like which activities should �rms locate in home country and which should they o¤shore,

and if they decide to o¤shore, should they engage in foreign direct investment (FDI) and import

intermediates within their boundaries or should they outsource the production of intermediates to

independent foreign suppliers? Furthermore, traditional theories of international trade assume �rms

are homogeneous within industries while the data exhibit substantial within-industry heterogeneity

in the size distribtion of �rms and their participation in exporting (Bernard and Jensen (1999),

Bernard and Jensen (2003), Melitz (2003)).

Antras and Helpman (2004) developed a two-country Ricardian model of international trade

to address these questions. Their theoretical model combines the within-sectoral heterogeneity of

Melitz (2003) with structure of �rms in Antras (2003). Final-good producers in the North develop

di¤erentiated products. Then they decide whether to integrate the production of intermediates or

to outsource them. In either case, they have to decide in which country to source these inputs, the

high-cost North or the low-cost South, and incur a �xed organizational cost. Final-good producers

and intermediate inputs suppliers cannot sign ex ante enforceable contracts speci�ying the purchase

of specialized intermediate inputs for a certain price. As in Grossmand and Hart (1986), incomplete

contracting creates ine¢ ciencies even when the production of intermediate inputs is carried out

by the integrated suppliers. The only di¤erence between integration and outsourcing is that �nal-

good producers under integration can seize a fraction of intermediate inputs produced. Antras and

Helpman showed that �nal-good producers that operate in the same sector but di¤er by productivity

sort into di¤erent forms of organizational structure by productivity.

In this paper, I extend the Antras and Helpman (2004) model to incorporate the role of credit

contraints. In particular, I develop a multi-sector model with credit-constrained heterogeneous �rms

�nancing their �xed organizational costs, countries at di¤erent levels of �nancial development, and
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sectors of varying �nancial dependence. As in Antras and Helpman (2004), only the North knows

how to produce the �nal goods. The production of the �nal good requires two inputs, headquarter

services, and intermediate inputs. Headquarter services can only produced in the North. A �xed

organizational cost is incurred when a �nal good producer chooses to supplier of intermediate inputs

in the North or the South and whether to insource or outsource the inputs. By insourcing, the �nal

good producer is responsible for �nancing the costs associated with production. By outsourcing,

the intermediate supplier is responsible for �nancing the costs associated with production. The �rm

that is responsible for �nancing the costs faces the credit contraint of the country it is located in.

This model delivers rich empirical predictions for the type and location of organizatial forms which

�nd strong support in the data.

In the model, �nal good producer chooses ownership strucutre, and location of its supplier in the

presence of credit constraint. As shown in Rajan and Zingales (1998), due to technological reasons,

�rms in some sectors need to �nance a greater share of their costs externally. In addition, sectors

di¤er in their endowment of tangible assets that can serve as collateral (Braun (2003)). Final-good

producers in some sectors �nd it easier to operate because they need to raise less outside �nance

and have more tangible assets. Credit constraints vary across countries because contracts between

�rms and investors are more likely to be enforced at higher levels of �nancial development. If the

�nancial contract is enforced, the �nancing �rm makes a payment to the investor; otherwise the

�nancing �rm defaults and the investor claims the collateral.Financing �rms then �nd it easier to

raise external �nance in countries with high levels of �nancial contractibility.

In the absence of credit constraints, all �nal-good producers above a certain cut-o¤ level can

operate and sort to di¤erent type and location of organizational forms according to their productivity

level. With credit constraints, heterogeneity in productivity reinforce the selection of only the

most productive �rms to operate and a¤ect the choice of organizational forms depending on their

productivity. This is because more productive �rms raise higher revenues, then they can o¤er
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investors with higher return when the �nancial contract is enforced, and hence are more likely to

raise the outside capital required for operating.

In a two-country world, wages are higher in the North, but North has better contracting insti-

tutions in two ways. First, a larger fraction of activities are contractable in the North; and second,

�nancial contract is more likely to be enforced in the North. Final good producers always locate in

the North. I make the contractibility of these investments to be a function of the location of the

supplier only when the �nal good producer chooses to outsource.

Embedding credit constraints in this heterogeneous �rms model delivers rich empirical predic-

tions. I �rst derive the result that improvements in �nancial contractibility in the South reduces

the share of vertical integration in the South. This e¤ect is more prominent in the sectors that

need more external �nance and have less tangible assets, or �nancially vulnerable sectors. The more

�nancially developed the South is, the greater is the variety of products �nal good producers choose

to outsource to the South.

I �nd strong support for the model�s predictions in my sample of intra�rm U.S. imports from 119

exporting countries and 103 4 -digit SIC sectors in 1996-2004. I study how the interaction of country

level �nancial development and industry level external dependence on �nance and asset tangibility

predict the choice of organizational forms. I use the amount of credit extended to private sector

as a share of GDP as my main measure of �nancial development, and show consistent results with

indices of accounting standards, risk appropriation, contract repudiation, and stock capitalization.

IV estimation con�rms the results using a country�s origin to instrument for private credit to GDP

ratio. Sectoral �nancial vulnerability is measured by two variables. A sector is more �nancially

vulnerable if it needs more external �nance and has less tangible assets. External �nance dependence

re�ects the share of investment not �nanced from internal cash �ows. Asset tangibility is constructed

as the share of plant, property and equipment in total assets. Both measures are taken for the median

U.S. �rm in a given sector in 1996-2004 from Compustat data.
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The rest of the paper is organized as follows. Section 2 provides a �rst glance at the data. Section

3 develops my mode of �rm in the presence of credit constraint. Section 4 shows how �rms with

di¤erent productivity sort into di¤erent organizational forms and what role credit constraint plays

on the �rms�choice of organizational forms. Section 5 provides the empirical speci�cation to test.

Section 6 discusses the data. Section 7 provides the regression results. Section 8 concludes.

2. First glance at the data

This section presents some basic summary statitics and highlights some simple correlations in

the data which serve as motivation for the theoretical model and more empirical analysis. I take

the share of intra�rm U.S. imports to be an indicator for prevalence of vertical integration. The

higher the share of intra�rm U.S. imports, more trade takes place among the a¢ liated units of

multinational �rms, thus more prevalent is vertical integration.

Appendix Table 1 demonstrates substantial variation in the organizational behavior of 119 ex-

porting countries in 103 manufacturing sectors. Sectors are de�ned in the 4-digit SIC industry

classi�cation. Conditional on positive trade volume, 35% of the exporter-sector cells show no intra-

�rm trade. The average capital labor ratio for the exporter-sector cells that show no intra-�rm

trade is not signi�cantly di¤erent from those that show positive intra-�rm trade, whereas the trade

weighted capital labor ratio is higher for the exporter-sector cells that show no intra-�rm trade.

Capital labor ratio for each sector is de�ned as log of the U.S. capital stock in million of dollars over

the number of production workers in thousands. On average, U.S. imports from 32 countries in a

given industry with a­ iated units of multinational �rms, with a standard deviation of 14. Within an

sector, an average exporter sells 28 a¢ liated-trade product groups to U.S., with a standard deviation

of 32.

Sector-level measures of external dependence on �nance and asset tangibility are constructed

based on data for all publicly traded U.S. based companies from Compustat�s annual industrial

5



�les. A �rm�s external dependence on �nance is de�ned as capital expenditures minus cash �ow

from operations divided by capital expenditures. A sector�s level�s measure of external dependence

on �nance is the median �rm�s external depence on �nance in a sector, as proposed by Rajan

and Zingales (1998). Asset tangibility is similarly de�ned as the share of net property, plant and

equipment in total book-value assets for the median �rm in a given sector. Both measures are

constructed as averages for the 1996-2004 period. For comparison reasons, after aggregating these

measures to 3-digit SIC industry class�ciation, they appear very similar to those constructed by

Braun (2003).

The mean and standard deviation of external dependence on �nance across all 103 manufacturing

sectors are 24% and 11%, and 7% and 11% for asset tangibility. The sectors in greatest need

for outside capital tend to be intensive in up-front investments, such as professional and scienti�c

equipment and electrical machinery. Apparel and beverages are the sectors that require the least

amount of outside capital. Sectors with highest level of asset tangibility are petroleum re�neries,

paper and products, iron and steel, and industrial chemicals. Assets are lacking in toys, electric

machinery, and professional equipments.

Using U.S. as the reference country is convenient due to the limited data for many other countries.

It�s also reasonable to assume the U.S. measures re�ect �rms true demand for external �nance and

tangible assets because U.S. has the most sophisticated and advanced �nancial systems. Using

U.S. measure also eliminates the potential bias for an industry�s external dependence on �nance

to endogenously respond to a country�s �nancial development. Industries do not have to have the

same measure of external dependence on �nance across countries; however, the ranking of industries

external dependence on �nance must be stable across countries.

The variation in the data across countries and sectors are not random. Sectors in greatest need

for outside capital tend to have more a¢ liated trade with the U.S; and the opposite is true for sectors

with greatest asset. As Figure 1 shows, sectors that are more dependent on external �nance are
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associated with a greater share of U.S. intra-�rm trade. Figure 2 illustrates the opposite relationship

for asset tangbility and share of U.S. intra-�rm trade. This relationship persists for all years.

The organizational behavior of the 119 exporting countries are related to their �nancial develop-

ment. Figure 3 shows the average �nancial vulnerability of the share of intra-�rm trade over time.

For each country c and year t, I calculate the average external �nance dependence and asset tang-

bility of share of intra-�rm trade as
P

i(FinDepi �Rict=Tict) and
P

i(Tangi �Rict=Tict) respectively,

where Rict=Tict is the share of intra-�rm trade in sector i in country c in year t. I plot both measures

for the 20 countries with the largest changes in the credit extended to private sector as a share of

GDP over the 9 year period. Vertical lines indicate the year the big change in the private credit to

GDP ratio.

As the graphs illustrate, the average external dependence on �nance of the share of intra-�rm

trade tends to decrease with better �nancial development, as indicated by higher private credit to

GDP ratio, whereas the average asset tangbility tends to increase. The 20 graphs are ordered by

the intensity of the change in private credit to GDP ratio as indicated in the graph headings.

A world where �rm boundaries don�t play a role in the pattern of international trade, one would

not expect the behavior of the volume of intra�rm trade to correlate signi�cantly with any of the

classical determinants of international trade. To better understand why �rms choose to vertically

integrate over outsourcing, I build on models developed by Antras (2003) and Antras and Helpman

(2004) to incorporate the role of credit constraint in determining the �rm�s choice of organizational

forms.

3. The model

Consider a world with two countries, the North and the South, and J sectors. The only factor of

production is labor. Consumers prefer more varieties to less and consume all di¤erentiated products

in each sector. The utility function of a representative consumer is given by:
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U = x0 +
1
�

PJ
j=1X

�
j ; 0 < � < 1; (1)

Xj =
�R
xj(i)

�di
�1=�

; 0 < � < 1; (2)

where x0 is the consumption of a homogeneous good, and Xj is the CES aggregate consumption

index in sector j. The constant elasticity of substitution in a sector is given by " = 1=(1 � �) > 1.

The parameter � indicate the share of each sector in total expenditure. assume � > �, so that

varieties within a sector are more substitutable for each other than they are across sector. With this

utility function, the inverse demand for variety i in sector j is:

pj(i) = X���
j xj(i)

��1: (3)

This inverse demand function yields the revenue function:

Rj(i) = X���
j xj(i)

�: (4)

Producers of di¤erentiated products face a perfectly elastic supply of labor in each country. I

assume that the wage rate is �xed in the North and the South and wN > wS : The assumption of

higher wage in the North can be justi�ed by assuming that labor supply is large enough in each

country so that both countries produce x0 and wl; l = N;S, is determined by the productivity of x0

in that country.

As in Antras and Helpman (2004), only the North knows how to produce �nal-good variety.

The production of the �nal good requires two inputs, headquarter services hj(i), and intermediate

inputs, mj(i) using a Cobb-Douglas production function,

xj(i) = �

"
hj(i)

�j

#�j �
mj(i)

1� �j

�1��j
; 0 < �j < 1; (5)

where � is the productivity level of �nal good producer H of variety i in sector j drawn from

a known distribution G(�) after H paid a �xed cost of entry wNfE : �j is sector speci�c, with

higher �j indicating the sector is more intensive in headquarter services. Headquarter services can
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be produced only in the North, whereas intermediate inputs can be produced in both the North

and the South. H chooses a supplier of intermediate inputs M in the North or in the South and

whether to insource or outsource the intermediate inputs. Let wNf lk denote the joint management

costs of �nal and intermediate goods production (�xed organizational costs), where k is an index of

ownership structure and l is an index of where M is located and the manufacturing of intermediate

goods takes place. Ownership structure takes one of two forms, vertical integration V or outsourcing

O, k 2 fV;Og. The supplier M is located either the North N or the South S, l 2 fN;Sg.

The �xed organizational costs are assumed to be ranked in the following order:

fSV > fSO > fNV > fNO : (6)

The costs of vertical integration are higher than outsourcing given the location of M and costs

in the South are higher than costs in the North regardless of ownership structure.

3.1 Credit Constrained Final Good Producers

Producing a �nal good is associated with a �xed organizational cost wNf lk when �nal good

producer H chooses a supplier M in the North or the South and to vertically integrate or outsource.

I model credit constraint as in Manova(2006). Final good producers or intermediate suppliers face

credit constraints in the �nancing of production costs depending on the ownership structure chosen

by the �nal good producers. I begin by assuming all �rms can �nance their variable costs internally,

but they need to raise outside capital for a fraction dj, 0 < dj < 1;to �nance the �xed organizational

costs. Final good producer H or the intermediate supplier has to borrow djw
Nf lk to produce. This

way of modelling �nancial constraint is similar to �rms experiencing liquidity constraints because of

up-front costs which they can cover after revenues are realized but not internally in advance. The

relative importance of up-front costs varies across sectors due to technological reasons innate in each

industry, as argued by Rajan and Zingales (1998). This variation is captured by parameter dj and
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corresponds to the measure of external dependence on �nance in each industry I use in the empirical

analysis.

To obtain outside �nance, �rms use tangible assets as collateral. A fraction tj , 0 < tj < 1,

of the sunk costs �nal good producers pay to enter the market counts as collateral, such as plant,

property and equipment. A �nal good producer needs to pledge tjwNfE as collateral to obtain

outside �nance. tj corresponds to the measure of asset tangibility in my empirical analysis and is

also innate to each industry, as in Braun (2003).

The North and the South varies in their level of �nancial contractibility. Investors can be expected

to be repaid with �l, 0 < �l < 1, with �N > �S : �l is exogenous in the model and corresponds to

the strength of country l�s �nancial institution in my empirical analysis. Final good producer who

is located in the North defaults with probability (1� �N ), and intermediate supplier who is located

in the North or South defaults with probability (1� �l), and the investors claim tjw
NfE :

The timeline of raising outside capital for organizational �xed costs is as follows. The �nancing

�rm makes a take it or leave it o¤er to a potential investor. This contract speci�es the amount H

needs to borrow, the repayment F in the case the contract is enforced, and the collateral in case of

default. Revenues are then realized and investors receive payments.

3.2 Incomplete Contract in Intermediate Inputs

As in Antras (2003), �nal good producers and intermediate input suppliers cannot sign ex ante

enforceable contracts specifying the purchase of specialized intermediate inputs for a certain price

nor a contract contingent on the amount of labor hired or the volume of sales after the �nal good

is sold. This can be justi�ed as in Hart and Moore (1999) and Segal (1999) where the precise

nature of the intermediate input is revealed ex post only and is not veri�able by a third party.

Therefore, surplus is split between �nal good producer and intermediate supplier in a generalized
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Nash bargaining game. Final good producer obtains a fraction � 2 (0; 1) of the ex post gains from

the relationship.

Ex post bargaining takes place both under vertical integration and outsourcing. Under out-

sourcing, the outside option of both parties is assumed to be zero because the inputs are tailored

speci�cally to the other party in the transaction and assumed to have no outside value. Under

vertical integration, failure to reach an agreement on the distribution of surplus leaves M with no

income; however, H can appropriate a fraction �l, 0 < �l < 1, of the intermediate inputs produced

because H cannot use the intermediate inputs without M as e¤ectively as it can with M. �l 6= 1

because if H were able to appropriate all intermediate inputs, H would always have an incentive

to seize all inputs, and this would lead M to choose mj(i) = 0 which leaves xj(i) = 0: I assume

�N > �S ; because a contractual breach is more costly to H when M is in the South. This also re�ects

more corruption and worse legal protection in the South.

There is in�nitely elastic supply of M in each country. H chooses the location of M and the

kind of ownership to maximize ex ante pro�ts. To ensure the relationship is at minimum costs to

H, M has to pay a fee for participation in the relationship. In equilibrium, M�s pro�ts from the

relationship are equal to its outside option, which is assumed to be 0 here.

3.3 Equilibrium

Index j for sector is dropped for simplicity since we look at a particular sector. If H and M agree

in the bargaining, the potential revenue from the sale of the �nal good is:

R(i) = X�����

"
h(i)

�

#�� �
m(i)

1� �

��(1��)
: (7)

If they fail to agree, the outside option for M is always zero. The outside option for H varies

with ownership structure and the location of M.
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When H outsources the intermediate inputs, its outside option is zero regardless of M�s location.

Thus, H gets �R(i), M gets (1� �)R(i).

If H vertically integrates, when parties fail to reach agreement, H can sell �lx(i) of output when

M is in country l, which yields revenue (�l)�R(i). In the bargaining, H receives its outside option

and a fraction � of ex post gains from the relationship, that is
h
(�l)� + �(1� (�l)�)

i
R(i):M receives

(1� �) (1� (�l)�)R(i):

Let �lkR(i) denotes the payo¤ of H under ownership structure k and the location of M in country

l, then:

�NV = (�
N )� + �(1� (�N )�) > �SV = (�

S)� + �(1� (�S)�) > �NO = �SO = �. (8)

As in Grossman and Hart (1986), integration gives H the right to ex post use the inputs produced

by M, which in turn enhances H�s position (�lV > �lO).

Since �nal good producers and intermediate input suppliers cannot sign ex ante enforceable

contracts, the parties choose their quantities noncooperatively. In absence of credit constraint H

provides an amount of headerquarter services that maximizes �lkR(i) � wNh(i) subject to (7):M

provides the intermediate input that maximizes (1 � �lk)R(i) � wlm(i) subject to (7): Combining

the two �rst-order conditions the total operating pro�t is

�lk(�;X; �) = X(��a)=(1��)�a=(1��) lk(�)� wNf lk

where  lk(�) =
1� �

h
�lk� + (1� �lk)(1� �)

i
�
(1=�)

�
wN=�lk

�� h
wl=

�
1� �lk

�i1����=(1��) :

Under credit constraint, two additional conditions must be satis�ed. If H chooses vertical in-

tegration, no matter where the supplier is located, H faces the �nancial friction in the North and

chooses an amount of headquarter services that maximizes:
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max
h;F (a)

�lVR(i)� wNh(i)� (1� d)wNf lV � �
NF (i)� (1� �N )twNfE + T (9)

subject to (1) R(i) = X�����

"
h(i)

�

#�� �
m(i)

1� �

��(1��)
(2) A(i) � �lVR(i)� wNh(i)� (1� d)wNf lV + T > F (i)

(3) B(i) � �dwNf lV + �
NF (i) + (1� �N )twNfE > 0:

The expression above re�ects the fact that H maximizes its pro�ts by �nancing all its variable

costs and a fraction (1 � d) of its �xed costs internally, pays the investor F (i) when the �nancial

contract is enforced (with probability �l), and replaces the collateral claimed by the investor in case

of default (with probability 1 � �l). T is the transfer payment M has to pay to H. H chooses T so

that the pro�t going to the intermediate supplier is 0, because once a relationship is formed between

H and M, the participation fee T has no further e¤ects on the outcomes:

T = (1� �lV )R(i)� wlm(i): (10)

When �nancial contract is enforced, H can o¤er at most A(i); its net revenue, to the investor.

In addition, investors only lend to H if they expect to at least break even. B(i) represents the

net return to the investor. With competitive credit markets, investors break even and make zero

expected pro�ts. H adjusts F (i) to bring investors�net rereturn to 0, so B(i) = 0 in equilibrium.

The pro�t for H is

�lHV = �lVR(i)� wNh(i)� (1� d)wNf lV + T �
dwNf lV � (1� �

N )twNfE

�N

Substituting (10) for T,

max
m

�lHV = R(i)� wNh(i)� wlm(i)� (1� d+ d

�N
)wNf lV +

(1� �N )
�N

twNfE (11)

subject to R(i) = X�����

"
h(i)

�

#�� �
m(i)

1� �

��(1��)
:
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Thus the maximization problem has been reduced to (11). Hence H and M optimally chooses the

same quantities and prices as in absence of credit constraint. The pro�t for H from this relationship

is

�lHV = X(��a)=(1��)�a=(1��) lV (�)� (1� d+
d

�N
)wNf lV +

(1� �N )
�N

twNfE :

If H chooses to outsource the intermediate inptus, M raises outside capital to �nance �xed cost.

M chooses an amount of intermediate inputs to maximize the following objective function facing the

�nancial friction in the country it is located in:

max
m

(1� �lO)R(i)� wlm(i)� (1� d+
d

�l
)wNf lk +

(1� �l)
�l

twNfE � T

subject to (7):

H has incentive to choose T as much as possible, so

T = (1� �lO)R(i)� wlm(i)� (1� d+
d

�l
)wNf lk +

(1� �l)
�l

twNfE :

H chooses an amount of headquarter services to maximize

max
h

�lHO = R(i)� wNh(i)� wlm(i)� (1� d+ d

�l
)wNf lk +

(1� �l)
�l

twNfE s.t. (7).

Again H and M optimally chooses the same quantities and prices as in absence of credit constraint.

The pro�t for H is

�lHO = X(��a)=(1��)�a=(1��) lO(�)� (1� d+
d

�l
)wNf lO +

(1� �l)
�l

twNfE :

In absence of credit constraints, the total operating pro�t function de�nes a productivity cuto¤

(��)
a=(1��) above which H �nds it pro�table to operate, given by X(��a)=(1��) (��)

a=(1��)
 lk(�) =

wNf lk:Since pro�ts are increasing in productivity �, low productivity �rms do not operate.
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When �nal good producers face credit contraints, more productive �rms can o¤er investors

greater returns in case of repayment (i.e. when �nancial contract is enforced). Therefore, there

are �nal good producers who could operate in absence of credit constraints but are not productive

enough to obtain su¢ cient outside �nance.

As a result, in the presence of credit constraint, a new and higher productivity cut-o¤ for �rms

operating under vertical intergration is
�
��V;c

�a=(1��)
. This productivity cuto¤ is given by the con-

dition A(��V;c; B(�
�
V;c) = 0; i) = F (��V;c; i) for variety i. That is:

X(��a)=(1��) ���V;c�a=(1��)  lk(�) = (1� d+ d

�N
)wNf lV +

(1� �N )
�N

twNfE : (12)

The productivity cut-o¤ for �rms operating under outsourcing is

X(��a)=(1��) ���O;c�a=(1��)  lk(�) = (1� d+ d

�l
)wNf lO +

(1� �l)
�l

twNfE :

Regardless of organizational ownership, there is a higher productivity cut-o¤ under credit con-

straint. Note that without �nancial frictions (�l = 1), the model reduces to original Antras and

Helpman (2004) formulation. Hence, credit constraints only have an impact when �nancial contracts

are not perfectly enforced. F (i) is decreasing in �nancial development. The way to think of this is

intermediate suppliers in the South that have to raise outside capital usually have to face a higher

interest rate on loans (e.g. not good enough credit history, �nancial institution not fully developed

to be able to provide the loans, etc). This then reduces the transfer payment they can make to the

headquarter, and thus headquarters that choose to outsource in the South in essence need to pay a

higher repayment on loans.

Final good producers regardless of ownership cannot operate with productivity lower than

min(��V;c; �
�
O;c) when they face credit constraints. min(�

�
V;c; �

�
O;c)> (�

�)
a=(1��) whenever df lk > tfE ,

which means credit constraints bind when �rms need to borrow more than thay can o¤er in collat-

eral (Manova, 2005, Greenaway et al., 2005, Becker and Greenberg, 2004, and Beck, 2002, 2003). I

assume this condition holds for the rest of the analysis. In addition, ��V;c < ��O;c since f
l
V < f lO:
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Figure 4 illustrates the productivity cut-o¤s between credit constrained and unconstrained �nal

good producers.

By observing its productivity level �, a �nal good producer H chooses the ownership structure

and the location of M that maximizes �lHk, or exits the industry and forfeits the �xed cost of entry

wNfE . �lHk(�;X; �) is decreasing in w
l
k and f

l
k: Looking at variable costs, producing intermediate

inputs in the South is preferred to producing intermediates in the North regardless of ownership

structure because wS < wN : Looking at �xed costs, fSV > fSO > fNV > fNO ; ranking of pro�ts is the

reverse order of the �xed costs.

As shown in Antras and Helpman (2004), if �nal good producer H could freely choose �,
@�lk
@�

> 0:

This means the more intensive a sector is in headquarter services, the higher �lk H would prefer.

Following Grossman and Hart (1986), � cannot be chosen freely, so the choice of �lk is constrained

to the set {�NV ; �
S
V ; �

N
O ; �

S
O}.

In equilibrium, free entry must be satis�ed.

4. Organizational Forms

4.1 Component Intensive Sector

First consider a sector with low headquarter intensity �: In this case H prefers outsourcing to

integration in every country l, because outsourcing has lower �xed costs and H prefers �lk to be as

low as possible, or �lk = �lO = �. H trades o¤ between lower variable cost in the South against

the lower organizational costs in the North. If wage di¤erential is small relative to the �xed cost

di¤erential, wN=wS < (fSO=f
N
O )

(1��)=�(1��); Top panel in Figure 5 depicts the choice of location of

M depending on productivity level � without credit constraint. The cuto¤s �� and ��S are given by:

�� = X(���)=�
�
wNfNO
 NO (�)

�(1��)=�
;
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��S = X(���)=�
�
wN (fNO � fNO )
 SO(�)�  NO (�)

�(1��)=�
.

This �gure illustrates that for �rms cannot operate with productivity lower than �� and can only

outsource in the South if their productivity level is above ��S .

Bottom panel in Figure 5 depicts the choice of location of M depending on productivity level

with credit constraint. The cuto¤s are given by:

��c = X(���)=�

"
(1� d+ d=�N )wNfNO � 1��N

�N
twNfE

 NO (�)

#(1��)=�

�SO;c = X(���)=�

24 (1� d+ d=�S)wNfSO � 1��S
�S

twNfE �
h
(1� d+ d=�N )wNfNO � 1��N

�N
twNfE

i
 SO(�)�  NO (�)

35(1��)=�

H with productivity lower ��c cannot operate. H outsources in the North when its productivity

is between ��c and �
S
O;c, and outsources in the South when its productivity is above �

S
O;c. Looking

at the comparative statistics,

@��c
@�N

_ ( tfE � df
N
O

�N2
)wN= NO < 0;

@��c
@�S

= 0

@�SO;c

@�N
_ � @��c

@�N
> 0;

@�SO;c

@�S
_ ( tfE � df

S
O

�S2
)wN=( SO(�)�  NO (�)) < 0: (13)

The expression in (13) indicates that an increase in the �nancial development in the South only

will leads to a lowering of the cut-o¤ productivity for outsourcing �rms in the South as depicted in

�gure 6. This implies that the most productive �rms initially outsourcing in the North now switch

to outsourcing in the South to take the advantage of better �nancial institutions in the South. The

�rms that are able to switch to outsourcing in the South enjoy a higher pro�t as a result. The pro�ts

of the �rms that were initially outsourcing in the South are also increased. This is because with
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less �nancial frictions, the repayment required when the �nancial contract is enforced is e¤ectively

reduced. More �rms outsource in the South as a result of an increase in the �nancial development in

the South. This e¤ect is bigger for �nancially vulnerable sectors (i.e. sectors that need more outside

capital or have less tangible assets) because:

@��c
@d@�N

_ � 1

�N2
wNfNO = 

N
O < 0,

@��c
@d@�S

= 0

@�SO;c

@d@�N
> 0;

@�SO;c

@d@�S
_ � 1

�S2
wNfSO= 

S
O < 0,

and opposite for tangible assets:

@��c
@t@�N

_ 1

�N2
wNfNO = 

N
O > 0,

@��c
@d@�S

= 0

@�SO;c

@t@�N
< 0;

@�SO;c

@t@�S
_ 1

�S2
wNfSO= 

S
O > 0,

An increase in the �nancial development in the North will lead to a lower cut-o¤ productivity

for outsourcing �rms in the North and a higher cut-o¤ productivity for outsourcing �rms in the

South. This implies that the �rms that were initially unable to operate due to credit constraint

can now operate in the North. The newly entered �rms make positive pro�ts and the �rm with

the new cut-o¤ productivity make zero pro�ts. The �rms that were operating in the North before

the increase in North �nancial development now enjoy higher pro�ts. Firms that were marginally

operating in the South now choose to operate in the North due to better �nancial contractibility in

the North. By choosing to outsource in the North, the intermediate suppliers pay less repayment

and as a result the �nal good producer enjoys higher pro�t. Overall, we�d would expect a higher

proportion of �rms outsourcing in the North. This e¤ect is stronger in �nancially vulnerable sectors.

It is clear from �gure 5 that the intersection of the two pro�t lines takes place at a negative

pro�t level when the �xed organizational costs of outsourcing in the South is close to the �xed

organizational costs of outsourcing in the North, i.e. wN=wS > (fSO=f
N
O )

(1��)=�(1��): In this case,
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�� is the point of intersection of the pro�t line �SO with the horizontal axis, and the credit constrained

cut-o¤ is:

��c = X(���)=�

"
(1� d+ d=�S)wNfSO � 1��S

�S
twNfE

 SO(�)

#(1��)=�

where all �rms with produtivities above ��c operate and outsource in the South. Firms with lower

than ��c can not operate. In this case, all �rms that operate choose to outsource in the South.

Proposition 1. In component intensive sectors, �rms do not integrate. An increasement in

�nancial development in the South leads to more outsourcing in the South and an increase in

�nancial development in the North leads to less outsourcing in the South. This e¤ect is stronger in

the �nancially vulnerable sector.

4.2 Headquarter Intensive Sector

Next, I consider a sector with high headquarter intensity �, such that pro�ts are increasing in

�lk. In a headquarter intensive sector, the marginal product of headquarter services is high, making

underinvestment in headquarter services more costly and integration more attractive. Because  lV >

 lO; �
l
V is steeper than �

l
O: The slope of �

S
O can be steeper than the slope of �

N
V when the variable

costs in the South are very low, or �atter than the slope of �NV because integration gives higher the

�nal good producer a larger fraction of the revenue. Figure 7 re�ects the benchmark case when slope

of �SO is steeper than the slope of �
N
V . In this case, all four forms of organization are possible. The

cuto¤s without credit contraint are given by:

�� = X(���)=�
�
wNfNO
 NO (�)

�(1��)=�
;

�NV = X(���)=�
�
wN (fNV � fNO )
 NV (�)�  NO (�)

�(1��)=�
;

�SO = X(���)=�
�
wN (fSO � fNV )
 SO(�)�  NV (�)

�(1��)=�
;
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With credit constraints, the new cuto¤s are given by:

��c = X(���)=�

"
(1� d+ d=�N )wNfNO � 1��N

�N
twNfE

 NO (�)

#(1��)=�

�NV;c = X(���)=�

"
(1� d+ d=�N )wN (fNV � fNO )

 NV (�)�  NO (�)

#(1��)=�

�SO;c = X(���)=�

24 (1� d+ d=�S)wNfSO � 1��S
�S

twNfE �
h
(1� d+ d=�N )wNfNV � 1��N

�N
twNfE

i
 SO(�)�  NV (�)

35(1��)=�

�SV;c = X(���)=�

24 (1� d+ d=�N )wNfSV � 1��N
�N

twNfE �
h
(1� d+ d=�S)wNfSO � 1��S

�S
twNfE

i
 SV (�)�  SO(�)

35(1��)=�

From the comparative statistics,

@��c
@�N

/ ( tfE � df
N
O

�N2
)wN= NO < 0;

@��c
@�S

= 0

@�NV;c

@�N
/ �dfNV

�N2
wN (fNV � fNO )=( 

N
V (�)�  NO (�)) < 0;

@�NV;c

@�S
= 0

@�SO;c

@�N
/ �( tfE � df

N
V

�N2
)wN=( SO(�)�  NV (�)) > 0;

@�SO;c

@�S
/ ( tfE � df

S
O

�S2
)wN=( SO(�)�  NV (�)) < 0

@�SV;c

@�N
/ ( tfE � df

S
V

�N2
)wN=( SV (�)�  SO(�)) < 0;

@�SV;c

@�S
/ �( tfE � df

S
O

�S2
)wN=( SV (�)�  SO(�)) > 0 (14)

Expression (14) says for an increase in �nancial development in the South, the high end of the

�rms that were vertically integrating in the North can now choose to outsource in the South and

realize higher pro�ts and the low end of the �rms that were vertically integrated in the South have

to outsource in the South to realize higher pro�ts. Overall, it is clear that the number of �rms
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conducting business in the South will increase and the pro�ts of the �rms operating in the South

will increase. The share of �rms vertically integrated in the South will decrease. This e¤ect is

stronger in the �nancially vulnerable sectors.

For an increase in �nancial development in the North, �rms that were unable to operate before,

below the cut-o¤ ��c , can now outsource in the North. The high end of outsourcing �rms in the

North will now choose to vertically integrate and realize higher pro�ts. Existing �rms in the North

before the increase in the �nancial development of the North also enjoy higher pro�ts as a result.

Better �nancial development in the North will lead to fewer �rms doing business in the South, and

make the high end �rms that were outsourcing in the South to vertically integrate in the South to

utilize the �nancial improvement in the North. Overall, increase in �nancial development in the

North will lead to higher share of vertically integrated �rms in the South. This e¤ect is stronger in

the �nancially vulnerable sectors.

It is easy to see that either one of the �rst three organizational forms, outsourcing in North,

vertical integration in North, and outsourcing in South, may not exist in equilibrium but the last

one, vertical integration in South, always exists in the absence of an upper bound on support of

G(�). That is, there always exists high productivity �rms that choose to in-source in the South. See

�gure 8 for illustration. Organizational forms that survive in equilbrium have �rms sorted according

to the pattern in �gure 8 according to their productivities. Insourcing in the North would not be

viable if its �xed organizational costs were too high.

Proposition 2. For headquarter intensive sectors, �rms tend to choose outsourcing in more

�nancially developed country. This e¤ect is more pronounced in �nancially vulnerable sectors. In

sectors with higher headquarter intensity, integration is favored relative to outsourcing.

For the second part of the proposition 2, integration is favored relative to outsourcing with higher

headquarter intensity because
@

@�

 lV (�)

 lO(�)
> 0 for l=N,S (see Antras 2003a).
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Proposition 3. For headquarter intensive sectors, an increase in the �nancial development in the

South will lead to higher �rm revenues in the South because more �rms will be conducting business

in the South.

Together with proposition 1, regardless of headquarter intensity, an increase in �nancial devel-

opment in the South will lead to higher �rm revenues in the South. This is more pronouced in the

�nancially vulnerable sectors.

5. Empirical Analysis

The model presented above actually predicts that the share of intra�rm imports should be 0

for industries with headquarter intensity � below a certain threshold. After grouping the share of

intra�rm U.S. imports into sic 4 digit category, there is 35% of the sample that contains 0 share of

intra�rm trade.

5.1 Component Intensive Sector

Under Proposition 1, all �rms in industries below a certain cut-o¤ headquarter intensity choose

outsourcing. In the component intensive sectors, outsourcing in the South is equivalent to total

imports from the South. The �rst hypothesis to test is that there is more imports from the South

the more �nancially developed the South is, and this e¤ect is stronger in the �nancially vulnerable

sectors. I report estimates from regression of the form:

ln(M l
j) = �1 + �2FinDev

l �ExtF inj + �3FinDevl � Tangj + �4FinDevl + �7W l
j + "

l
j ; (15)

where M l
j is the total US. imports from country l and sector j, j 2component intensive sectors,

or share of intra-�rm trade is zero. I assume the terms in d, �, and t can be expressed as the

observed measures of country level �nancial development FinDev, sectoral indicators of external

�nance dependence ExtF in and asset tangibility Tang. FinDevl � ExtF inj is the interaction of

�nancial development in country l and industry j�s external dependence on �nance, FinDevl �Tangj
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is the interaction of �nancial development in country l and industry�s asset tangibility, and W l
j is a

vector of controls. The theory predicts that �2 > 0, �3 < 0, �4 > 0:

5.2 Headquarter Intensive Sector

Under Proposition 2, in headquarter-intensive sector, with higher headquarter intensity �, out-

sourcing in the North is favored relative to outsourcing in the South, and integration is favored

relative to outsourcing regardless of location. The more �nancially developed the South is, the more

prevalent outsourcing is in the South, i.e. the less vertical integration there is in the South. This

e¤ect is strengthened in sectors that require more external capital and have less tangible assets.

Since the dependent variable share of U.S. intra�rm imports is a variable between 0 and 1,

the e¤ect of any particular explanatory variable cannot be constant throughout the range of the

explanatory variables. This problem can be overcome by augmenting a linear model with non-

linear functions of the explanatory variable. This most common approach is to model the log-odds

ratio of the dependent variable share of U.S. intra�rm imports as a linear function. This requires the

dependent variable to be strictly between 0 and 1. Since in headquarter intensive sectors, integration

from the South always exists in the absence of an upper bound on support of G(�), the dependent

variable is always bigger than 0. About 3% of the data is lost using this log-odds transformation

approach from 100% of vertical integration in the South.

I report estimates from regression of the form:

ln(Slj=(1 � Slj)) = �1 + �2 ln(K=Lj) + �3FinDev
l � ExtF inj + �4FinDev

l � Tangj +

�5FinDev
l + �6W

l
j + "

l
j , (16)

where Slj is the industry j�s share of U.S. intra�rm imports from country l, K=Lj is the capital-

labor ratio in industry j. I test the �rst hypothesis that �2 > 0; �3 < 0, �4 > 0, and �5 < 0.
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Under Proposition 3, there is more imports from the South the more �nancially developed the

South is, and this e¤ect is stronger in the �nancially vulnerable sectors. I run the regression of the

following form:

ln(M l
j) = �1 + �2 ln(K=Lj) + �3FinDev

l � ExtF inj + �4FinDev
l � Tangj + �5FinDev

l +

�6W
l
j + "

l
j ; (17)

where M l
j is the total imports from country l in sector j. The theory predicts that �2 > 0,

�3 > 0, �4 < 0; and �5 > 0:The e¤ect of �nancial development and its interaction with �nancial

vulnerability on the total imports from the South should be stronger in the headquarter intensive

sectors than in the component intensive sectors.

6. Data

In this section I use data on intra�rm and total U.S. imports from 119 countries and 103 sectors

over the 1996-2004 period. I have also con�rmed my results in a cross section for each year. I

evaluate the impact of credit constraints on the choice of organizational form and location of sup-

plier by regressing intra�rm trade variables on the interaction of country level measure of �nancial

development and industry level measure of dependence on external �nance and asset tangibility.

6.1 Intra�rm and total U.S. imports data

A sector in the data is de�ned as a 4-digit category in the SIC industry classi�cation system.

Intra�rm U.S. imports include imports shipped by overseas a¢ liates to their U.S. parents and imports

shipped to U.S. a¢ liates by their foreign parent group. Intra�rm and total U.S. imports data come

in 6-digit HS commodity form. The share of intra�rm U.S. imports in HS6 classi�cation is converted

into 4 digit SIC industry system using Intralsic;j =
P

hs6;i2sic;j Related
l
iP

hs6;i2sic;j Total
l
i

, where Relatedli is the U.S.

reported import value from country l for good i that is from a related party, and Totalli is the total

U.S. import from country l for good i. Intralj is the share of U.S. intra-�rm imports from country l

in sector j.
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To study for the product composition of the organizational forms, I conduct the analysis at two

di¤erent levels of industry disaggregation. In the absence of detailed cross-country �rm level data,

I take the 6-digit HS commodity groups within a 4-digit SIC sector as a proxy for product variety.

Table 1 summarizes the share of intra�rm U.S. imports in my sample.

6.2 Financial development data

The �rst measure of �anancial development I use is the ratio of credit banks and other �nancial

intermediaries to the private sector as a share of GDP, which I obtain from Beck et al. (2000).

Domestic credit has been used extensively in the �nance and growth literature (Rajan and Zingales,

1998; Braun 2003; Aghion et al. 2004). Stock market capitalization and stock traded are also used

for robustness checks, which I obtain from the IMF.

In the panel of 119 countries that I�m limited to by data, private credit varies signi�cantly across

country and over time. Table 2, panel A summarizes the cross sectional variation in these measures.

In additional robustness checks, I use measures of the accounting standards, the risk of expro-

priation, and the repudiation of contracts from La Porta et al. (1998). Even though these indices

are not direct measures of the probability that �nancial contracts will be enforced, they are good

measures for the conracting environment in a country, which allies to �nancial contracting as well.

These indices are available for a subset of countries and do not vary over time. Table 2, panel B

summaries the cross sectional variation in these measures.

6.3 External dependence on �nance data

Industry-level measures of external dependence on �nance and asset tangibility are constructed

based on data for all publicly traded U.S. based companies from Compustat�s annual industrial �les

based on usSIC 1987 classi�cation. It is then converted to the ISIC 4 digit industry classi�cation

system based on the concordance table provided by Jon Haveman. A �rm�s external dependence
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on �nance is de�ned as capital expenditures minus cash �ow from operations divided by capital

expenditures. An industry level�s measure of external dependence on �nance is the median �rm�s

external depence on �nance in an industry, as proposed by Rajan and Zingales (1998). Asset

tangibility is similarly de�ned as the share of net property, plant and equipment in total book-value

assets for the median �rm in a given industry. Both measures are constructed as averages for the

1996-2004 period, and appear very stable over time compared to indices for 1986-1995, 1980-1989,

or 1966-1975 period.

Using U.S. as the reference country is convenient due to the limited data for many other countries.

It�s also reasonable to assume the U.S. measures re�ect �rms true demand for external �nance and

tangible assets because U.S. has the most sophisticated and advanced �nancial systems. Using

U.S. measure also eliminates the potential bias for an industry�s external dependence on �nance

to endogenously respond to a country�s �nancial development. Industries do not have to have the

same measure of external dependence on �nance across countries; however, the ranking of industries

external dependence on �nance must be stable across countries. If some of the external �nance

dependent industries use more internal �nancing in countries with worse credit conditions, then

FinDevl � ExtF inj would be underestimated. Similarly, if �rms obtain more tangible asset to

compensate for lower �nancial development, FinDevl � Tangj would be underestimated as well.

Table 3 summarizes the measures of external dependence on �nance and asset tangibility in my

sample.

7. Regression Results

7.1 Component Intesive Sector

I test proposition 1 by estimating equation (15) for the e¤ect of �nancial development and its

interaction with �nancial vulnerability in the component intensive sectors using OLS speci�cation.
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Table 7 provides the regression results. The sample is limited to sector and country pairs that have

no intra�rm trade. The dependent variable is log of the total U.S. imports from a country sector

pair. According to Proposition 1, in the component intensive sectors, an increasement in �nancial

development in the South leads to more outsourcing in the South and this e¤ect is stronger in the

�nancially vulnerable sector. Table 7 presents strong empirical support for proposition 1. There

is more U.S. imports from a country that is more �nancially developed when the sector is more

dependent on outside �nance and has less tangible assets. The e¤ect of the �nancial development

is not signi�cant by itself; however, the sign works in the right direction. The second part of the

Proposition 1 regarding the �nancial development of the North cannot be tested due to lack of the

within U.S. intra�rm trade data. Table 7 column 1 uses the ratio of the private credit to GDP as a

measure of the �nancial development of a country. Subsequent columns use accounting standards,

risk of expropriation, contract repudiation, and stock capitalization as di¤erent measures of the

�nancial development as reported in La Porta(). Since these variables do not have a time dimension,

the �nancial development variable is not included in the present of country dummies. Last column

includes the IV estimation using country of origin to instrument for �nancial development. This

set of the results con�rm the results presented in Manova(2007) regarding exporting and credit

constraint1 . In the last column with IV estimation, both the interaction of �nancial development

with external dependence on �nance and asset tangbility are strongly signi�cant, whereas in the

previous columns only the interaction with asset tangibility is strongly signi�cant.

7.2 Headquarter Intesive Sector

7.2.1 The E¤ect of Credit Constraints on the Choice of Organizational Forms

The second part of the Proposition 2 states that vertical integration is favored relative to out-

1Manova (2007) uses bilateral export data to test the e¤ect of �nancial development and its interaction with

�nancial vulnerability of a sector using Heckman�s selection to correct for the selection into exporting. Here the OLS

and IV did not correct for selection into exporting and the data is limited to exports to U.S. only.

27



sourcing the more headquarter intensive a sector is. Capital to labor ratio is used to measure the

headquarter intensity of a sector. Earlier papers on the role of capital labor ratios on the choice of

organizational forms also have documented that the share of intra�rm imports is signi�cantly higher,

the higher the capital intensity of the exporting industry j in country i (Antras 2003). Table 4 column

1 re-establishes this basic pattern between 118 countries and 103 sectors in the period 1996-2004.

Since capital labor ratio, external dependence on �nance, and asset tangibility do not have a time

dimension, sector dummies are not included for all subsequent analysis. Industry dummies at 3 digit

classi�cation level are included.

Column 2 is the OLS regression results of equation (16) using the ratio of private credit to GDP

for each country as a measure of �nancial development. The interaction of �nancial development

and external �nance dependence enters negatively into the equation and the interaction of �nancial

development and asset tangibility enters positively into the equation as predicted by the theory. This

implies that North chooses more outsourcing than integration in �nancially developed countries when

the sectors are in need of more external �nance and have less tangible assets. Column 3-7 are the

same OLS regression results but using di¤erent measures of �nancial development for robustness

checks. Those include the ratio of stock capitalization to GDP, ratio of stock traded to GDP,

accounting standards, risk of expropriation, and contract repudiation. One might argue that degree

of a country�s �nancial development is an endogenous outcome of a country�s history, origion of law,

or some other endowment factors. Column 8 provides the IV estimation result using the colonial

origin of a country�s legal system as reported in La Porta et al to instrument for the private credit

to GDP ratio. These results con�rm the �rst part of Proposition 2: the North tends to choose more

outsourcing instead of vertical integration when the South is more �nancially developed and the

sector is more �nancially vulnerable.

Table 5 provides additional robustness checks by including additional measures of headquarter

intensity and the interaction of headquarter intensity with �nancial development of a country to
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isolate the e¤ect of �nancial development and its interaction with the �nancial vulnerability of

a sector. Those include the U.S. industry research and development at 3 digit NAICS from NS

R&D in industry in 2004, the Rauch from Rauch (1999), and Lall Index from Lall (2000). By

including additional measures of headquarter intensity and their interaction with a country�s �nancial

development measure, the results provided are in Table 4 are not changed.

7.2.2 The E¤ect of Credit Constraints on Total U.S. Imports

Column 1 in Table 6 re-establishes the positive relationship between the capital labor ratio and

total U.S. imports as shown in Antras(2003). Under Proposition 3, there is more imports from

the South the more �nancially developed the South is, and this e¤ect is stronger in the �nancially

vulnerable sectors. I test Proposition 3 by looking at the OLS regression results of equation (17).

Column 2-8 in Table 6 provide the results using di¤erent measures of �nancial development. Those

measures include private credit to GDP ratio, ratio of stock capitalization to GDP, ratio of stock

traded to GDP, accounting standards, risk of expropriation, and contract repudiation. The last

three measures are time invariant and therefore are not included by themselves in the regression due

to multicollinearity with country dummies in the regression. All results con�rm the statement in

Proposition 3 that the North imports more from the South when the South becomes more �nancially

developed, and especially so in the �nancially vulnerable sector.

8. Conclusion

In this paper I have extended the global sourcing model of Antras and Helpman (2004) to

incorporate the role of credit constraint. In the model, a continuum of �rms with heterogeneous

productivities decide to whether to integrate or outsource the intermediate inputs and in which

countries to source the inputs. By choosing an organizational structure, the �rm (�nal good producer

or intermediate supplier depending on the choice of organizational structure) faces a �xed cost, part

of which cannot be �nanced internally and needs to raise outside capital to �nance it. When
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the �nancial contract is enforced, the �rms needs to make a payment to the investor; when the

�nancial contract is not enforced, the investors claim the collaterals of the �rms. By competing for

investors�capital, some �rms that could operate without credit constraint are now forced to exit the

market with credit constraint because they cannot make enough repayment to the investors when

the �nancial contrct is enforced. The productivity cut-o¤ level is raised for all forms of organization

under credit constraint.

This model generates equilibria in which �rms with di¤erent productivity levels choose di¤erent

ownership structure and suppliers location. In the model, credit constraints a¤ect �rms in di¤er-

ent countries and sectors di¤erently. Final-good producers in some sectors �nd it easier to operate

because they need to raise less outside �nance and have more tangible assets. Credit constraints

vary across countries because contracts between �rms and investors are more likely to be enforced at

higher levels of �nancial development.In particular, I study the e¤ect of improvements in �nancial

contractibility on relative prevalence of these organizational forms. I have shown that an improve-

ment in �nancial contractibility in the South decreases the market share of vertically integrated

�nal-good producers, this e¤ect is more pronounced in the �nancially vulnerable sector, i.e. the

interaction of �nancial development and external dependence on �nance has a negative e¤ect on the

market share of vertically integrated �rms, and the interaction of �nancial development and asset

tangibility has a positive e¤ect on the market share of vertically integrate �rms.

Although this model is partial equilibrium, it can be extended in a general equilibrium frame-

work. Such an analysis might shed light on the sources of international income di¤erences and their

relationship to the structure of �nancial frictions and the resulting trade and investment.
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Figure 1 Share of Intra�rm Trade and Log Dependence on Finance in 2000

The graph plots the share of U.S. intra-�rm trade from sector j against the log tangibility in

sector j in the year 2000.
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Figure 2 Share of Intra-�rm Trade and Tangbility in 2000

The graph plots the share of U.S. intra-�rm trade from sector j against the log tangibility of

sector j in the year 2000.
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Figure 3 Average Financial Vulnerability of Intra-�rm Trade

This �gure shows the average �nancial vulnerability of share of intra-�rm trade overtime for 20

countries that have improved their �nancial development by the measurement of private credit to

GDP ratio by at least 20% of their 1996 level. For each year the average intensity of intra-�rm

trade with respect to external �nance dependence (Avg Fin Dep of S) is calculated as
P

j FinDepj �

Intralj;t, where Intra
l
j;t is the share of U.S. intra�rm imports in sector j from country l in time t.

The average intensity of intra-�rm trade with respect to asset tangibility (Avg Tang of S) is similarly

constructed. Each country graph plots Avg Fin Dep of S (Avg Tang of S) on the left (right) vertical

axis. Each graph�s title indicates the di¤erence between the log private credit in 1996 and 2004.

The graphs are sorted by the degree of change in the �nancial development of a country.
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Figure 4 Productivity Cut-o¤ and Credit Constrained Productivity Cut-o¤.

This graph plots pro�ts as a function of productivity and shows the wedge between the produc-

tivity cut-o¤s for operating with and without credit constraints in the �nancing of �xed costs.
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Figure 5 Productivity and Credit Constrained Productivity Cut-o¤s in Comopnent Intensive

Sector

This graph plots pro�ts as a function of productivity in the Component Intensive Sector and

shows the wedge between the productivity cut-o¤s for outsourcing in the North and South with and

without credit constraints in the �nancing of �xed costs.
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Figure 6 Increase in Financial Development in the South

This graph shows the change in the productivity cut-o¤s for outsourcing in the North and South

with credit constraints in the �nancing of �xed costs when there is the South becomes more �nancially

developed.
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Figure 7

This graph plots pro�ts as a function of productivity in the Headquarter Intensive Sector and

shows the productivity cut-o¤s for outsourcing in the N, vertical integration in the N, outsourcing in

the South, and vertical integration in the South without credit constraints in the �nancing of �xed

costs.
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Figure 8

This graph shows that di¤erent subset of forms of �rm organization may exist in the equilibrium,

however vertical integration in the South will always exist due to lack of the upper bound on the

productivity.
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Table 1

This table summarizes the variation in the U.S. intra�rm imports from 119 countries and 103

sectors in the period 1996-2004.
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Table 2

This table summarizes the variation in �nancial development in the data. This table reports the

time-series mean and standard deviation of the ratio of private credit to GDP for each country in

the sample 1994-2004.
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Table 3

Panel A reports the summary statistics for other �nancial measures, risk of expropriation, risk

of contract repudiation, accounting standard, and English Origin. Panel B reports the summary

statistics for Industry�s external dependence on �nance and asset tangibility.

Panel A

Panel B
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Table 4 Financial Development and Organizational Forms

This table examines the e¤ect of credit constraints on the choice of organizational forms. The

dependent variable is log [Rljt/(1-R
l
jt)], where R

l
jt is the share of intra�rm U.S. imports in a 4-digit

ISIC sector j from country l in year t. There are 103 4-digit sectors, 27 3-digit industries, and the

data spans from year 1996 to 2005. Financial development is measured by private credit. External

�nance dependence Ext �n dep and asset tangibility Tang are de�ned in the text. Log of capital to

labor ratio is K/L in the table. T-statistics in parenthesis. ***, ** and * indicate signi�cance at

1%, 5% and 10% level.

Dependent Variable Log R/(1­R)

(1) (2) (3) (4) (5) (6) (7) (8)

PC/GDP Stock Cap
Stock
Traded

Accounting
Stand.

Contract
Repud

Expropriat
ion

IV
Estimation

Fin Dev * Ext Fin Dep ­0.20 *** ­0.06 ­0.09 *** ­0.97 * ­0.17 *** ­0.18 *** ­0.89 ***
[0.07] 0.06 0.04 0.59 0.04 0.05 0.44

Fin Dev * Tang 0.05 0.10 *** 0.03 1.32 *** 0.13 *** 0.15 *** 2.00 ***

[0.05] 0.04 0.02 0.38 0.03 0.03 0.38

Fin Dev 0.40 *** 0.02 0.15 *** ­0.13
[0.15] 0.12 0.07 0.94

K/L 0.14 *** 0.17 *** 0.18 *** 0.18 *** 0.18 *** 0.19 *** 0.19 *** 0.20 ***
[0.02] [0.02] 0.02 0.02 0.02 0.02 0.02 0.02

Ext Fin Dep 0.68 *** 0.84 *** 0.77 *** 1.46 *** 2.28 *** 2.40 *** 1.53 ***
[0.10] 0.06 0.07 0.39 0.36 0.43 0.33

Tang ­0.71 *** ­0.68 *** ­0.71 *** ­1.58 *** ­1.84 *** ­2.05 *** ­2.15 ***
[0.07] 0.05 0.05 0.25 0.24 0.29 0.27

Country Dummies Yes Yes Yes Yes Yes Yes Yes Yes
Year Dummies Yes Yes Yes Yes Yes Yes Yes Yes
Number of Observations 28195 28195 26971 26843 20488 22172 22172 22172
Adjusted R­squared 0.096 0.1169 0.119 0.1199 0.1112 0.1165 0.1164 0.1167
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Table 5 Financial Development and Organizational Forms: Robustness Checks

This table examines the robustness of the e¤ect of credit constraints on the choice of organiza-

tional forms. The dependent variable is log [Rljt/(1-R
l
jt)], where Rjt is the share of intra�rm U.S.

imports in a 4-digit ISIC sector j from country l in year t. There are 103 4-digit sectors, 27 3-digit

industries, and the data spans from year 1996 to 2005. Financial development is measured by private

credit. External �nance dependence Ext �n dep and asset tangibility Tang are de�ned in the text.

Log of capital to labor ratio is K/L in the table. R & D is log R&D from U.S.; Lall index is equal to

one for high- and medium-tech products, zero for low-tech products (Lall, 2000); and Rauch Index

is equal to one if it�s traded on integrated market or referenced priced (Rauch, 1999), see detail

discussion in text. T-statistics in parenthesis. ***, ** and * indicate signi�cance at 1%, 5% and

10% level.

Dependent Variable Log Total U.S. Imports

(1) (2) (3) (4) (5) (6) (7) (8)

Private
Credit

Stock Cap
Private
Credit

Stock
Cap

Private
Credit

Stock Cap
Private
Credit

Stock Cap

Fin Dev * Ext Fin Dep ­0.18 *** ­0.07 *** ­0.11 ­0.06 *** ­0.21 *** 0.05 *** ­0.12 * ­0.01
0.08 0.03 0.08 0.03 0.08 0.02 0.07 0.06

Fin Dev * Tang 0.05 0.12 *** 0.11 ** 0.15 *** 0.07 0.10 ** 0.11 ** 0.15 ***
0.05 0.04 0.05 0.04 0.05 0.04 0.05 0.05

Fin Dev * R & D 0.00 0.00 0.00 0.01 **
0.00 0.00 0.00 0.00

Fin Dev * Lall Index ­0.01 0.00 ­0.03 ­0.03
0.04 0.03 0.04 0.03

Fin Dev * Rauch Index 0.03 0.08 0.07 0.13 ***
0.06 0.05 0.06 0.05

Fin Dev 0.36 ** ­0.04 0.21 ­0.09 0.41644 *** 0.02 0.20 ­0.15
0.15 0.13 0.15 0.12 0.15134 0.12 0.15 0.13

R & D 0.06 *** 0.06 *** 0.00 0.00
0.01 0.00 0.01 0.00

Lall Index 0.92 *** 0.92 *** 0.86 *** 0.86
0.05 0.04 0.06 0.04

Rauch Index ­0.78 *** ­0.74 *** ­0.40 *** ­0.38
0.09 0.06 0.09 0.06

K/L 0.16 *** 0.17 *** 0.05 *** 0.06 *** 0.29 *** 0.28 *** 0.13 *** 0.13 ***
0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02

Ext Fin Dep 0.65 *** 0.78 *** 0.48 *** 0.56 *** 0.60 *** 0.78 *** 0.45 *** 0.57 ***
0.10 0.05 0.10 0.05 0.10 0.05 0.10 0.06

Tang ­0.46 *** ­0.41 *** ­0.06 ­0.06 ­0.44 *** ­0.43 *** 0.04 0.03
0.08 0.05 0.08 0.06 0.08 0.06 0.09 0.06

Country Dummies Yes Yes Yes Yes Yes Yes Yes Yes
Year Dummies Yes Yes Yes Yes Yes Yes Yes Yes
Number of Observations 28183 26964 28183 26964 28183 26964 28183 26964
Adjusted R­squared 0.1256 0.1277 0.1494 0.1543 0.1258 0.1276 0.1524 0.1543
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Table 6 Financial Development and Total U.S. Imports in Headquarter Intensive Sector

This table examines the e¤ect of credit constraints on the total U.S. imports. The dependent

variable is log M l
jt, where M

l
jt is the total U.S. imports in a 4-digit ISIC sector j from country l in

year t. There are 103 4-digit sectors, 27 3-digit industries, and the data spans from year 1996 to

2005. Financial development is measured by private credit. External �nance dependence Ext �n

dep and asset tangibility Tang are de�ned in the text. Log of capital to labor ratio is K/L in the

table. T-statistics in parenthesis. ***, ** and * indicate signi�cance at 1%, 5% and 10% level.

Dependent Variable Log Total U.S. Imports

(1) (2) (3) (4) (5) (6) (7) (8)

PC/GDP Stock Cap
Stock
Traded

Accounting
Stand.

Contract
Repud

Expropriat
ion

IV
Estimation

Fin Dev * Ext Fin Dep 0.31 *** 0.14 *** 0.12 *** 3.52 *** 0.32 *** 0.30 *** 0.73 ***
0.08 0.07 0.04 0.67 0.05 0.05376 0.12

Fin Dev * Tang ­1.42 *** ­0.82 *** ­0.56 *** ­7.26 *** ­0.62 *** ­0.61 *** ­1.19 ***
0.05 0.05 0.02 0.44 0.03 0.04 0.09

Fin Dev ­0.02 0.06 ­0.02
0.16 0.14 0.08

K/L 0.34 *** 0.28 *** 0.28 *** 0.29 *** 0.31 *** 0.31 *** 0.31 *** 0.32 ***
[0.02] 0.02 0.02 0.02 0.02 0.02 0.02 0.02

Ext Fin Dep 0.85 *** 0.58 *** 0.62 *** ­1.81 *** ­2.19 *** ­2.19 *** 1.05 ***
0.11 0.07 0.08 0.44 0.40 0.48 0.15

Tang ­1.62 *** ­0.43 *** ­0.71 *** 4.75 *** 5.16 *** 5.37 *** ­1.66 ***
0.08 0.06 0.06 0.29 0.28 0.33 0.12

Country Dummies Yes Yes Yes Yes Yes Yes Yes Yes
Year Dummies Yes Yes Yes Yes Yes Yes Yes Yes
Number of Observations 29612 29612 27942 27812 20949 22788 22788 22785
Adjusted R­squared 0.3857 0.4035 0.3625 0.3684 0.3044 0.3229 0.3202 0.3287
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Table 7 Component Intensive Sector Financial Development and Financial Vulnerability

This table examines the e¤ect of credit constraints on the total U.S. imports. The dependent

variable is log M l
jt, where M

l
jt is the total U.S. imports in a 4-digit ISIC sector j from country l in

year t. There are 103 4-digit sectors, 27 3-digit industries, and the data spans from year 1996 to

2005. Financial development is measured by private credit. External �nance dependence Ext �n

dep and asset tangibility Tang are de�ned in the text. Log of capital to labor ratio is K/L in the

table. T-statistics in parenthesis. ***, ** and * indicate signi�cance at 1%, 5% and 10% level.

Dependent Variable Log U.S. Imports

(1) (2) (3) (4) (5) (6)

Private
Credit/GDP

Accounting
Standards

Risk of
Expropriat

ion

Contract
Repudiat

ion

Stock
Capitaliza

tion

IV
Estimation

Fin Dev * Ext Fin Dep 0.06 ­0.17 0.07 0.02 0.03 1.35 ***
[ 0.06] [0.71] [0.056] [0.05] [0.02] [0.45]

Fin Dev * Tang ­0.27 *** ­1.82 *** ­0.20 *** ­0.16 *** ­0.11 *** ­1.26 ***

[0.04] [0.51] [0.04] [0.03] [0.04] [0.34]

Fin Dev 0.12 1.13
[0.13] [2.30]

Country Dummies Yes Yes Yes Yes Yes Yes
Product Dummies Yes Yes Yes Yes Yes Yes
Year Dummies Yes Yes Yes Yes Yes Yes
Number of Observations 16099 6630 8163 8163 12849 8163
Adjusted R­squared 0.2786 0.2571 0.2591 0.2588 0.2665 0.2588
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