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Abstract—In this paper, we propose supervised dictionary learning (SDL) by incorporating information on class labels into the learning of the dictionary. To this end, we propose to learn the dictionary in a space where the dependency between the signals and their corresponding labels is maximized. To maximize this dependency, we incorporate a kernel, particularly a data-dependent kernel such as normalized compression distance, into the formulation. The learned dictionary is compact and the proposed approach is fast. We show that it outperforms other unsupervised and supervised dictionary learning approaches in the literature, using real-world data.
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I. INTRODUCTION

Dictionary learning and sparse representation (DLSR) are two closely-related topics that have roots in the decomposition of signals to some predefined bases, such as the Fourier transform. However, what makes DLSR distinct from the representation using predefined bases is that first, the bases are learned here from the data, and second, only a few components in the dictionary are needed to represent the data (sparse representation). This latter attribute can also be seen in the decomposition of signals using some predefined bases such as wavelets [1].

The concept of dictionary learning and sparse representation originated in different communities attempting to solve different problems, which are given different names. Some of them are: sparse coding (SC), which was originated by neurologists as a model for simple cells in mammalian primary visual cortex [2]; independent component analysis (ICA), which was originated by researchers in signal processing to estimate the underlying hidden components of multivariate statistical data (refer to [3] for a review of ICA); least absolute shrinkage and selection operator (lasso), which was originated by statisticians to find linear regression models when there are many more predictors than samples, where some constraints have to be considered to fit the model. In the lasso, one of the constraints introduced by Tibshirani was the $\ell_1$ norm that led to sparse coefficients in the linear regression model [4]. Another technique which also leads to DLSR is nonnegative matrix factorization (NMF), which aimed to decompose a matrix to two nonnegative matrices, one of which can be considered to be the dictionary, and the other the coefficients [5]. In NMF, usually both the dictionary and coefficients are sparse [5], [6]. This list is not complete, and there are variants for each of the above techniques, such as blind source separation (BSS) [7], compressed sensing [8], basis pursuit (BP) [9], and orthogonal matching pursuit (OMP) [10], [11]. It is beyond the scope of this paper to include the description of all these techniques (interested readers can refer to [12]–[14] for a review on dictionary learning and sparse representation).

The main results of all these research efforts is that a class of signals with sparse nature, such as images of natural scenes, can be represented using some primitive elements that form a dictionary, and that each signal in this class can be represented by using only a few elements in the dictionary, i.e., by a sparse representation. In fact, there are, at least, two ways in the literature to exploit sparsity [15]: first, using a linear/nonlinear combination of some predefined bases, e.g., wavelets [1]; second, using primitive elements in a learned dictionary, such as the techniques employed in SC or ICA. This latter approach is our focus in this paper and has led to state-of-the-art results in various applications such as texture classification [16], [17], face recognition [18]–[20], image denoising [21], [22], etc.

We may categorize the various dictionary learning with sparse representation approaches proposed in the literature in different ways: one where the dictionary consists of predefined or learned bases as stated above, and the other based on the model used to learn the dictionary and coefficients. These models can be generative as used in the original formulation of SC [2], ICA [3], and NMF [5]; reconstructive as in the lasso [4]; or discriminative such as SDL-D (supervised dictionary learning-discriminative) in [15]. The two former approaches do not consider the class labels in building the dictionary, while the last one (i.e., the discriminative one) does. In other words, we state that dictionary learning can be performed unsupervised or supervised, with the difference that in the latter, the class labels in the training set are used to build a more discriminative dictionary for the particular classification task in hand.

In this paper, we propose a novel supervised dictionary learning (SDL) by incorporating information on class labels into the learning of the dictionary. The dictionary is learned in a space where the dependency between the data and their corresponding labels is maximized. We propose to maximize this dependency by using the recently introduced Hilbert Schmidt
independence criterion (HSIC) [23], [24]. The dictionary is then learned in this new space. Although supervised dictionary learning has been proposed by others, as will be reviewed in the next section, this work is different from the others in the following aspects:

1) The formulation is simple and straightforward;
2) The proposed approach introduces a closed form formulation for the computation of the dictionary. This is different from other approaches, in which the computation of dictionary and sparse coefficients has to be iteratively and often alternately performed, which causes high computational load;
3) The proposed approach also leads to separable problem on the minimization of the coefficients, which can be solved in closed form using soft thresholding. This further improves the performance of the proposed algorithm in terms of speed;
4) The approach is very efficient in terms of dictionary size (compact dictionary). Our results show that the proposed dictionary can produce significantly better results than other supervised dictionary methods at small dictionary sizes. An important special case is when the dictionary size is smaller than the dimensionality of data. This turns the learning of a dictionary whose size is usually larger than the dimensionality of the data, i.e., an overcomplete dictionary, into the learning of a subspace;
5) The proposed approach can be easily kernelized by incorporating a kernel into the formulation. Data-dependent kernels based on, e.g., normalized compression distance (NCD) [25], [26], can be used in this kernelized SDL to further improve the discrimination power of the designed system. To the best of our knowledge, no other kernelized SDL approach has been proposed in the literature yet, and none of the proposed SDLs in the literature can be kernelized in a straightforward way.

The organization of the rest of the paper is as follows: in Section II, we review the current SDL approaches in the literature and their shortcomings. Then we review the mathematical background and the formulation for proposed approach in Section III. The experimental setup and results are presented in Sections IV, followed by discussion and conclusion in Section V.

II. BACKGROUND AND RELATED WORK

In this section, we provide an overview on the dictionary learning and sparse representation, and a brief review of recent attempts on making the approach more suitable for classification tasks.

A. Dictionary Learning and Sparse Representation

Considering a finite training set of signals \( X = [x_1, x_2, \ldots, x_n] \in \mathbb{R}^{p \times n} \), where \( p \) is the dimensionality and \( n \) is the number of data samples, according to classical dictionary learning and sparse representation (DLSR) techniques (refer to [12] and [13] for a recent review on this topic), these signals can be represented by a linear decomposition over a few dictionary atoms by minimizing a loss function as given below

\[
L(X, D, \alpha) = \sum_{i=1}^{n} l(x_i, D, \alpha),
\]

where \( D \in \mathbb{R}^{p \times k} \) is the dictionary of \( k \) atoms, and \( \alpha \in \mathbb{R}^{k \times n} \) are the coefficients.

This loss function can be defined in various ways based on the application in hand. However, what is common in DLSR literature is to define the loss function \( L \) as the reconstruction error in a mean-squared sense, with a sparsity-inducing function \( \psi \) as a regularization penalty to ensure the sparsity of coefficients. Hence, (1) can be written as

\[
L(X, D, \alpha) = \min_{D, \alpha} \frac{1}{2} ||X - D\alpha||^2_F + \lambda \psi(\alpha),
\]

where subscript \( F \) indicates the Frobenius norm and \( \lambda \) is the regularization parameter that affects the number of nonzero coefficients.

An intuitive measure of sparsity is \( \ell_0 \) norm, which indicates the number of nonzero elements in a vector\(^1\). However, the optimization problem obtained from replacing sparsity-inducing function \( \psi \) in (2) with \( \ell_0 \) is nonconvex, and the problem is NP-hard (refer to [13] for a recent comprehensive discussion on this issue). There are two main proposed approximate solutions to overcome this problem: the first is based on greedy algorithms, such as the well-known orthogonal matching pursuit (OMP) [10], [11], [13]; the second works by approximating a highly discontinuous \( \ell_0 \) norm by a continuous function such as the \( \ell_1 \) norm. This leads to an approach, which is widely known in the literature as lasso [4] or basis pursuit (BP) [9], and (2) converts to

\[
L(X, D, \alpha) = \min_{D, \alpha} \sum_{i=1}^{n} (\frac{1}{2} ||x_i - D\alpha_i||^2_F + \lambda \|\alpha_i\|_1). \tag{3}
\]

In (3), the main optimization goal for computation of the dictionary and sparse coefficients is minimizing the reconstruction error in the mean-squared sense. While this works well in applications where the primary goal is to reconstruct signals as accurately as possible, such as in denoising, image inpainting, and coding, it is not the ultimate goal in classification tasks [27], as discriminating signals is more important here. Hence, recently, there have been several attempts to include category information in computing either dictionary, coefficients, or both. In the following subsection, we will provide a brief overview of proposed supervised dictionary learning approaches in the literature. To this end, we will try to categorize the proposed approaches into five different categories, while we admit that this taxonomy of approaches is not unique and could be done differently.

B. Supervised Dictionary Learning in Literature

As mentioned in the previous subsection, (3) provides a reconstructive formulation for computing the dictionary and sparse coefficients, given a set of data samples. Although

\(^1\ell_0\) norm of vector \( x \) is defined as \( \|x\|_0 = \# \{i : x_i \neq 0 \} \).
The problem is not convex on both dictionary \( D \) and coefficients \( \alpha \), this optimization problem is convex if it is solved iteratively and alternately on these two unknowns. Several fast algorithms have recently been proposed for this purpose, such as K-SVD [28], online learning [29], and cyclic coordinate descent [30]. However, none of these approaches takes into account the category information for learning either the dictionary or the coefficients.

The first and simplest approach to include category information in DLSR is computing one dictionary per class, i.e., using the training samples in each class to compute part of the dictionary, and then composing all these partial dictionaries into one. Perhaps the earliest work in this direction is the so-called texton-based approach [17], [31], [32]. In this approach, \( k \)-means is applied to the training samples in each class, and the \( k \) cluster centers computed are considered as the dictionary for this class. These partial dictionaries are eventually composed into one dictionary. In [19], the training samples are used as the dictionary in face recognition and hence, effectively falls in the same category as training one dictionary per class. However, no actual training is performed here, and the whole training samples are used directly in the dictionary. Using the training samples as dictionary yields a very large and possibly inefficient dictionary due to noisy training instances. To obtain a smaller dictionary, Yang et al. proposed learning a smaller dictionary for each class called a metaface (the proposed approach was in a face recognition application, but it is general and can be used in any application) and then compose them into one dictionary [33]. One major drawback of this approach is that the training samples in one class are used for computing the atoms in the dictionary, irrespective of the training samples form other classes. This means that if training samples across classes have some common properties, these shared properties cannot be learned in common in the dictionary. Ramirez et al. proposed overcoming this problem by including an incoherence term in (3) to encourage independency of dictionaries from different classes, while still allowing for different classes to share features [34]. The main drawback of all approaches in this first category of SDL is that they may lead to a very large dictionary, as the size of the composed dictionary grows linearly with the number of classes.

The second category of SDL approaches learn a very large dictionary unsupervised in the beginning, then merge the atoms in the dictionary by optimizing an objective function that takes into account the category information. One major work in literature in this direction is based on the information bottleneck that iteratively merges two dictionary atoms that cause the smallest decrease in the mutual information between dictionary atoms and class labels [35]. Another major work is based on merging two dictionary atoms so as to minimize the loss of mutual information between histogram of dictionary atoms, over signal constituents, e.g., image patches, and class labels [36]. One main drawback of this category of SDL is that the reduced dictionary obtained usually performs at most the same as the original one hence, since the initial dictionary is learned unsupervised (although due to its large size it includes almost all possible atoms that helps to improve the performance of classification task) the consecutive pruning stage is inefficient in terms of computational load. This can be significantly improved by finding a discriminative dictionary from the beginning.

The third category of SDL, which is based on several research works published in [15], [37]–[41] can be considered a major leap in SDL. In this category, the classifier parameters and dictionary are learned in a joint optimization problem. Although this idea is more sophisticated than the previous two, its major disadvantage is that the optimization problem is nonconvex and complex. If it is done alternately between dictionary learning and classifier parameters learning, it is quite likely that they will become stuck in local minima. On the other hand, due to the complexity of the problem, except for the bilinear classifier in [15], other papers only consider linear classifiers, which is usually too simple to solve difficult problems, and can only be successful in simple classification tasks as shown in [15]. In [38], Zhang and Li propose a technique called discriminative K-SVD (DK-SVD). DK-SVD truly jointly learns the classifier parameters and dictionary, without alternating between these two steps. This prevents the possibility of getting stuck in local minima. However, only linear classifiers are considered in DK-SVD, which may lead to poor performance in difficult classification tasks. Another major problem with the approaches in this category of SDL is that there exist many parameters involved in the formulation, which are hard and time-consuming to tune (see for example [15], [41]).

The fourth category of SDL approaches include the category information in the learning of the dictionary. This is done, for example, by minimizing the information loss due to predicting labels from a supervised dictionary learned instead of original training data samples (this approach is known as info-loss in the SDL literature) [42], or by deploying extremely randomized decision forests [43]. This latter approach can also fall in the second category of SDLs, as it seems that it starts from a very large dictionary using random forests, and tries to prune it later to conclude with a smaller dictionary. The same just as in the previous category of SDL, the info-loss approach has the major drawback that it may stuck in local minima. This is mainly because the optimization has to be done iteratively and alternately on two updates, as there is no closed form solution for the approach.

The fifth category of SDLs include class category in learning the coefficients [27] or in learning both dictionary and coefficients [20], [44]. Supervised coefficient learning in all these papers [20], [27], [44] has been performed more or less in the same way using Fisher discrimination criterion [45], i.e., by minimizing the within-class covariance of coefficients and at the same time maximizing their between-class covariance. As for the dictionary, while [27] uses predefined bases, [20] proposes a discriminative fidelity term that encourages learning dictionary atoms of one class from the training samples of the same class, and at the same time penalizes their learning by the training samples from other classes. The joint optimization problem due to Fisher discrimination criterion on the coefficients and the discriminative fidelity term on the dictionary proposed in [20] is not convex, and has to be solved alternately and iteratively between these two terms until it
converges. However, there is no guarantee in this approach to find the global minimum. Also, it is not clear whether the improvement obtained in classification by including Fisher discriminant criterion on coefficients justifies the additional computation load imposed on the learning, as there is no comparison provided in [20] on the classification with and without including supervision on coefficients.

In next section, we explain the mathematical formulation for our proposed approach, which we believe belongs to the fourth category of SDLs explained above, i.e., including category information to learn a supervised dictionary.

III. METHODS

To incorporate the category information into the dictionary learning, we propose to decompose the signals using some learned bases that represent them in a space where the dependence between the signals and their corresponding class labels is maximized. To this end, we need a(n) (in)dependence test measure between two random variables. Here, we propose to use Hilbert-Schmidt independence criterion (HSIC) as the (in)dependence measure. In this section, we first describe HSIC, and then provide the formulation for our proposed supervised dictionary learning (SDL) approach. Subsequently, kernelized SDL is formulated that enables embedding kernels, including data-dependent ones, into the proposed SDL. This can significantly improve the discrimination power of the designed dictionary, which is essential in difficult classification tasks, as will be shown in our experiments in Subsection IV-E later.

A. Hilbert Schmidt Independence Criterion

There are several techniques in the literature to measure the (in)dependence of random variables, such as mutual information [46] and Kullback-Leibler (KL) divergence [47]. In addition to these measures, there has recently been great interest in measuring (in)dependence using criteria based on functions in reproducing kernel Hilbert spaces (RKHSs). Bach and Jordan were those who first accomplished this, by introducing kernel dependence functionals that significantly outperformed alternative approaches [48]. Later, Gretton et al. proposed another kernel-based approach called the Hilbert-Schmidt independence criterion (HSIC) to measure the (in)dependence of two random variables $\mathcal{X}$ and $\mathcal{Y}$ [23]. Since its introduction, the HSIC has been used in many applications, including feature selection [49], independent component analysis [50], and sorting/matching [51].

One can derive HSIC as a measure of (in)dependence between two random variables $\mathcal{X}$ and $\mathcal{Y}$ using two different approaches: first by computing the Hilbert-Schmidt norm of the cross-covariance operators in RKHSs as shown in [23], [24]; or second, by computing maximum mean discrepancy (MMD) of two distributions mapped to a high dimensional space, i.e., computed in RKHSs [52], [53]. We believe that this latter approach is more straightforward and hence, use it to describe HSIC.

Let $\mathcal{Z} := \{(x_1, y_1), \ldots, (x_n, y_n)\} \subseteq \mathcal{X} \times \mathcal{Y}$ be $n$ independent observations drawn from $p := P_{\mathcal{X} \times \mathcal{Y}}$. To investigate whether $\mathcal{X}$ and $\mathcal{Y}$ are independent, we need to determine whether distribution $p$ factorizes, i.e., whether $p$ is the same as $q := P_{\mathcal{X}} \times P_{\mathcal{Y}}$.

The mean of distributions are defined as follows

$$\mu[P_{\mathcal{X} \times \mathcal{Y}}] := E_{xy}[v((x, y), \cdot)], \quad (4)$$

$$\mu[P_{\mathcal{X}} \times P_{\mathcal{Y}}] := E_{x}E_{y}[v((x, y), \cdot)], \quad (5)$$

where $E_{xy}$ is the expectation over $(x, y) \sim P_{\mathcal{X} \times \mathcal{Y}}$ and kernel $v((x, y), (x', y'))$ is defined in RKHS over $\mathcal{X} \times \mathcal{Y}$. By computing the mean of distributions $p$ and $q$ in RKHS, we effectively take into account higher order statistics than the first order, by mapping these distributions to a high-dimensional feature space. Hence, we can use MMD$(p, q) := \|\mu[P_{\mathcal{X} \times \mathcal{Y}}] - \mu[P_{\mathcal{X}} \times P_{\mathcal{Y}}]\|_2$ as a measure of (in)dependence of the random variables $\mathcal{X}$ and $\mathcal{Y}$. The higher the value of MMD, the closer the two distributions $p$ and $q$ and hence, the more dependent are random variables $\mathcal{X}$ and $\mathcal{Y}$.

Now suppose that $\mathcal{H}$ and $\mathcal{G}$ are two RKHSs in $\mathcal{X}$ and $\mathcal{Y}$, respectively. Hence, by the Riesz representation theorem, there are feature mappings $\phi(x) : \mathcal{X} \rightarrow \mathcal{H}$ and $\psi(y) : \mathcal{Y} \rightarrow \mathcal{H}$ such that $k(x, x') = \langle \phi(x), \phi(x') \rangle_{\mathcal{H}}$ and $l(y, y') = \langle \psi(y), \psi(y') \rangle_{\mathcal{G}}$. Moreover, suppose that $v((x, y), (x', y')) = k(x, x')l(y, y')$, i.e., the RKHS is a direct product of $\mathcal{H} \otimes \mathcal{G}$ of the RKHSs on $\mathcal{X}$ and $\mathcal{Y}$. Then MMD$(p, q)$ can be written as

$$\text{MMD}^2(p, q) = \|E_{xy}[k(x, y)] - E_{x}E_{y}[k(x, y)]]\|_2^2$$

$$= E_{xy}E_{y'}[k(x, x')l(y, y')]$$

$$- 2E_{xy}E_{y'}[k(x, x')l(y, y')]} + E_{x}E_{y}[k(x, x')l(y, y')] \quad (6)$$

This is exactly the HSIC, and equivalent to the Hilbert-Schmidt norm of the cross-covariance operator in RKHSs [23].

For practical purposes, HSIC has to be estimated using a finite number of data samples. Considering $\mathcal{Z} := \{(x_1, y_1), \ldots, (x_n, y_n)\} \subseteq \mathcal{X} \times \mathcal{Y}$ as $n$ independent observations drawn from $p := P_{\mathcal{X} \times \mathcal{Y}}$, an empirical estimate of HSIC is defined as follows [23]

$$\text{HSIC}(\mathcal{Z}) = \frac{1}{(n-1)^2} \text{tr}(\text{KHLH}) \quad (7)$$

where $\text{tr}$ is the trace operator, $\mathcal{H}, \mathcal{K}, \mathcal{L} \in \mathbb{R}^{n \times n}$, $K_{i,j} = k(x_i, x_j), L_{i,j} = l(y_i, y_j)$, and $\mathcal{H} = I - n^{-1}ee^T$ ($I$ is the identity matrix, and $e$ is a vector of $n$ ones, and hence, $\mathcal{H}$ is the centering matrix). It is important to note that according to (7), to maximize the dependency between two random variables $\mathcal{X}$ and $\mathcal{Y}$, the empirical estimate of HSIC, i.e., $\text{tr}(\text{KHLH})$ should be maximized.

B. Proposed Supervised Dictionary Learning

To formulate our proposed SDL, we start from the reconstruction error given in (3). Let there be a finite training set of $n$ data points, each of which consists of $p$ features, i.e., $\mathbf{X} = [x_1, x_2, \ldots, x_n] \in \mathbb{R}^{p \times n}$. We further assume that features in data samples are centered, i.e., their mean is removed and hence, each row of $\mathbf{X}$ sums to zero. We address the problem of finding a linear decomposition of data $\mathbf{X} \in \mathbb{R}^{p \times n}$ using
some bases $U \in \mathbb{R}^{p \times k}$ such that the reconstruction error is minimum in the mean-squared sense, i.e.,
\[
\min_{U,V} \sum_{i=1}^{n} \|x_i - Uv_i\|^2_F,
\]
where $v_i$ is the vector of $k$ reconstruction coefficients in the subspace defined by $U^T X$. We can rewrite (8) in matrix form as follows
\[
\min_{U,V} \|X - UV\|^2_F,
\]
where $V \in \mathbb{R}^{k \times n}$ is the matrix of coefficients. Since both $U$ and $V$ are unknown, this problem is ill-posed and does not have a unique solution unless we impose some constraints on the matrix $U$. If we, for example, assume that the columns of $U$ are orthonormal, i.e., $U^T U = I$, (9) can be written as a constrained optimization problem as follows
\[
\min_{U,V} \|X - UV\|^2_F, \quad \text{s.t.} \quad U^T U = I
\]
To further investigate the optimization problem in (10), we assume that the matrix $U$ is fixed, and find the optimum matrix of coefficients $V$ in terms of $X$ and $U$ by taking the derivative of the objective function given in (10) in respect to $V$
\[
\frac{\partial}{\partial V} \|X - UV\|^2_F = \frac{\partial}{\partial V} \text{tr}[(X - UV)^T (X - UV)] = \frac{\partial}{\partial V} \text{tr}(X^T X) - 2 \text{tr}(X^T UV) + \text{tr}(V^T U^T UV) = -2U^T X + 2U^T UV.
\]
Equating the above derivative to zero and knowing that $U^T U = I$, we obtain
\[
V = U^T X.
\]
By plugging the $V$ found in (11) into the objective function of (10) we obtain
\[
\min_U \|X - UU^T X\|^2_F = \min_U \text{tr}[(X - UU^T X)^T (X - UU^T X)] = \min_U \text{tr}(X^T X) - 2 \text{tr}(X^T UU^T X) + \text{tr}(X^T UU^T UU^T X) = \max_U \text{tr}(X^T UU^T X) = \max_U \text{tr}((U^T X)^T U^T X).
\]
Let $K = (U^T X)^T U^T X$, which is a linear kernel on the transformed data in the subspace $U^T X$; recalling that the features are centered in the original space, multiplying the data $X$ by the centering matrix $H$ does not make any change. Hence, we can write
\[
\max_U \text{tr}((U^T X)^T U^T X) = \max_U \text{tr}((U^T XH)^T U^T X) = \max_U \text{tr}(H(U^T X)^T U^T XHIH) = \max_U \text{tr}(KHIH),
\]
where $I$ is the identity matrix. To derive (12), we have used the identities $H^T = H$ and $XH = XHI$ and also noted that the trace operator is invariant to the rotation of its arguments.
To enable providing an interpretation for (12), we recall that identity matrix $I$ represents a kernel on a random variable, where each data sample has maximum similarity to itself and no similarity, whatsoever, to others. Hence, based on empirical HSIC, the objective function given in (12) indicates that the transformation $U$ transforms the centered data $X$ to a space where the dependency of random variables $x$ and another random variable whose kernel is identity matrix $I$ is maximized. This means that using transformation $U$, the random variable $x$ is transformed such that each data sample has maximum similarity/correlation to itself and no similarity to other data samples. It is well known in the literature that these bases are the principal components of the signal $X$ that represent the data in an uncorrelated space. With a few manipulations, the objective function given in (12) can be rewritten as follows:
\[
\max_U \text{tr}((U^T X)^T U^T X) = \max_U \text{tr}((U^T XH)^T U^T XHI) = \max_U \text{tr}(HX^T UU^T XH) = \max_U \text{tr}(XHIXHI^T U).
\]
In other words, we have shown that the optimization problem in (10) is equivalent to
\[
\max_U \text{tr}(U^T XHI^T XU), \quad \text{s.t.} \quad U^T U = I
\]
According to the Rayleigh-Ritz Theorem [54], the solution of the optimization problem in (13) is the top eigenvectors of $\Phi = XHI^T X$ corresponding to the largest eigenvalues of $\Phi$. Here, $XHI^T X$ is the covariance matrix of $X$.
To summarize, we showed above that the linear decomposition of signals that minimizes the reconstruction error in the mean-squared sense represents the data in an uncorrelated space. This is, in fact, the same as in the principal component analysis (PCA), where the top eigenvectors of the covariance matrix are computed. However, as mentioned before, although minimization of reconstruction error is the ultimate goal in applications such as denoising and coding, in classification tasks, the main goal is maximum discrimination of classes. Hence, we are looking for a decomposition that represents the data in a space where the decomposed data have maximum dependency with their labels. To this end, we propose the new optimization problem as follows
\[
\max_U \text{tr}(U^T XHLHX^T U), \quad \text{s.t.} \quad U^T U = I
\]
where $L$ is a kernel, e.g., a linear kernel, on the labels $Y \in \{0,1\}^{c \times n}$, i.e., $L = Y^T Y$ and $c$ is the number of classes. Here, each column of $Y$ is $y_i = \{0,\ldots,1,\ldots,0\}^T$.
In other words, there is exactly one nonzero element in each column $Y$, where the position of the nonzero element indicates
\footnote{Here, centered data means that the features are centered, not individual data samples.}
the class of the corresponding data sample. The optimization problem given in (14), compromises the reconstruction error to achieve a better discrimination power. Similar to the previous case, the solution for the optimization problem given in (14) is the top eigenvectors of \( \Phi = XHLHX^\top \). These eigenvectors compose the supervised dictionary to be learned. This dictionary spans the space where the dependency between data \( X \) and corresponding labels \( Y \) is maximized. The coefficients can be computed in this space using the lasso as given in (3). However, by recalling (11), a closed-form solution for the coefficients can be invoked as being explained next. Thus far, we have already computed \( U \) in (11) as the top eigenvectors of \( \Phi = XHLHX^\top \). This makes the dictionary, i.e., \( D = U \). By replacing this learned dictionary \( D \) into (11), and understanding that \( V \) includes the coefficients we can compute them in sparse way by solving the following minimization problem:

\[
\min_{\alpha} \sum_{i=1}^{n} \left( \frac{1}{2} \| D^\top x_i - \alpha_i \|_2^2 + \lambda \| \alpha_i \|_1 \right), \tag{15}
\]

where \( x_i \in \mathbb{R}^p \) is the \( i \)-th data sample and \( \alpha_i \in \mathbb{R}^k \) (\( k \) is the number of dictionary atoms) is the corresponding coefficient to be computed. We can write this minimization problem for each data sample separately as follows

\[
\min_{\alpha_i} \left( \frac{1}{2} \| D^\top x_i - \alpha_i \|_2^2 + \lambda \| \alpha_i \|_1 \right). \tag{16}
\]

The minimization problem in (16) is separable with respect to each element of \( \alpha_i \). Hence, we can rewrite (16) as

\[
\min_{\alpha_i} \sum_{j=1}^{k} \left\{ \frac{1}{2} \left( \| D^\top x_{i|j} - \alpha_{ij} \|_2^2 + \lambda |\alpha_{ij}| \right) \right\}, \tag{17}
\]

where \( [D^\top x_{i|j}] \) and \( \alpha_{ij} \) are the \( j \)-th elements of \( D^\top x_i \) and \( \alpha_i \), respectively, and \( |.| \) is the absolute value of its argument. The problem given in (17) has closed-form solution and can be solved using soft-thresholding [55], [56] with the soft-thresholding operator \( S_\lambda(\cdot) \), i.e.,

\[
\alpha_{ij} = S_\lambda \left( [D^\top x_{i|j}] \right), \tag{18}
\]

where \( S_\lambda(t) \) is defined as follows

\[
S_\lambda(t) = \begin{cases} 
  t - 0.5\lambda & \text{if } t > 0.5\lambda \\
  t + 0.5\lambda & \text{if } t < -0.5\lambda \\
  0 & \text{otherwise}
\end{cases} \tag{19}
\]

In conclusion, we propose our supervised dictionary learning as given in Algorithm 1.

One important advantage of the proposed approach in Algorithm 1 is that both the dictionary and coefficients can be computed in closed form. Besides, learning the dictionary and the coefficients are performed separately, and we do not need to learn these two iteratively and alternately, as is common in most supervised dictionary learning approaches in the literature (refer to Subsection II-B).

---

**Algorithm 1 Supervised Dictionary Learning**

**Input:** Training data, \( X_{tr} \), test data, \( X_{ts} \), kernel matrix of labels \( L \), training data size, \( n \), size of dictionary, \( k \).

**Output:** Dictionary, \( D \), coefficients for training and test data, \( \alpha_{tr} \) and \( \alpha_{ts} \).

1. \( H \leftarrow I - n^{-1} ee^\top \)
2. \( \Phi \leftarrow X_{tr}HLHX_{tr}^\top \)
3. **Compute Dictionary:** \( D \leftarrow \) eigenvectors of \( \Phi \) corresponding to top \( k \) eigenvalues
4. **Compute Training Coefficients:** For each data sample \( x_{tr} \) in the training set, use \( \alpha_{tr} = S_\lambda \left( [D^\top x_{tr|j}] \right), j = 1, ..., k \) to compute the corresponding coefficient
5. **Compute Test Coefficients:** For each data sample \( x_{ts} \) in the test set, use \( \alpha_{ts} = S_\lambda \left( [D^\top x_{ts|j}] \right), j = 1, ..., k \) to compute the corresponding coefficient

---

**C. Kernelized Supervised Dictionary Learning**

One of the main advantages of the proposed formulation for SDL, compared to other techniques in the literature, is that we can easily embed a kernel into the formulation. This enables nonlinear transformation of data into a high-dimensional feature space where the discrimination of classes can be more efficiently performed. This is especially beneficial by incorporating data-dependent kernels\(^3\), such as those based on normalized compression distance [25].

Kernelizing the proposed approach is straightforward. Suppose that \( \Psi \) is a feature map representing the data in feature spaces \( \mathcal{H} \) as follows:

\[
\Psi : X \rightarrow \mathcal{H} \\
X \rightarrow \Psi(X). \tag{20}
\]

To kernelize the proposed SDL, we express the matrix of bases \( U' \) as a linear combination of the projected data points into the feature space using representation theory [57], i.e., \( U' = \Psi(X)W \). In other words, \( W \in \mathbb{R}^{n \times k} \) represents \( U' \in \mathbb{R}^{p' \times k} \) in feature space \( \Psi(X) \in \mathbb{R}^{p' \times n} \). By replacing \( X \) by \( \Psi(X) \) and \( U' \) by \( \Psi(X)W \) in the objective function of (14), we obtain

\[
tr(U'^\top \Psi(X)HLH\Psi(X)^\top U') = tr(W^\top \Psi(X)^\top \Psi(X)HLH\Psi(X)^\top \Psi(X)W) = tr(W^\top KHLHKW),
\]

with the constraint

\[
U'^\top U' = W^\top \Psi(X)^\top \Psi(X)W = W^\top KW,
\]

where \( K = \Psi(X)^\top \Psi(X) \) is a kernel function on data. Combining this objective function and the constraint, the optimization problem for the kernelized SDL is

\[
\max_W \quad tr(W^\top KHLHKW), \\
\text{s.t.} \quad W^\top KW = I \tag{21}
\]

\(^3\)Although it is true that all kernels are computed on the data and hence, are data-dependent, the term is used in the literature to refer to those types of kernels that do not have any closed form.
Algorithm 2 Kernelized Supervised Dictionary Learning

**Input:** Kernel on training data, $K_t$, kernel on test data, $K_s$, kernel on labels $L$, training data size, $n$, size of dictionary, $k$.

**Output:** Dictionary, $D$, coefficients for training and test data, $\alpha_t$ and $\alpha_s$.

1. $H \leftarrow I - n^{-1}ee^T$
2. $\Phi \leftarrow K_tHLHK_s$
3. **Compute Dictionary:** $D \leftarrow \text{top } k \text{ generalized eigenvectors of the generalized eigenvalue problem } \Phi u = \lambda_0 Ku$.
4. **Compute Training Coefficients:** For each column $k_{ti}$ of the $K_{ti}$, use $\alpha_{ij} = S_\lambda ([D^T k_{ts}]_j), j = 1, ..., k$ to compute the corresponding coefficient.
5. **Compute Test Coefficients:** For each column $k_{ts}$ of the $K_{ts}$, use $\alpha_{ij} = S_\lambda ([D^T k_{ts}]_j), j = 1, ..., k$ to compute the corresponding coefficient.

whose solution is the top generalized eigenvectors of the generalized eigenvalue problem $\Phi u = \lambda_0 Ku$ (where $\Phi$ is a scalar and $u$ is a vector) according to the Rayleigh-Ritz Theorem [54]. To realize how the coefficients can be computed for the training and test sets, we replace $U = \Psi(X)W$ in (11), knowing that $X$ has to be also replaced by $\Psi(X)$, to obtain

$$V' = W^T \Psi(X)^T \Psi(X) = W^T K.$$  

(22)

The form given in (22) is very similar to what is given in (11) and from now on we can use the same steps as provided for the proposed SDL in previous subsection to compute the coefficients. In other words, considering $D = W$ and knowing that $V'$ includes the coefficients, we can find the sparse coefficients using similar formulation as in (15), i.e.,

$$\min_{\alpha} \sum_{i=1}^{n} \left( \frac{1}{2} \|D^T k_i - \alpha_i \|_2^2 + \lambda \|\alpha_i\|_1 \right),$$  

(23)

where $k_i \in \mathbb{R}^n$ is one column of kernel matrix $K$. This problem is again separable and each element of coefficient $\alpha_i$ can be computed using the soft-thresholding operator

$$\alpha_{ij} = S_\lambda ([D^T k_{ts}]_j).$$  

(24)

The algorithm for kernelized SDL is given in Algorithm (2).

IV. EXPERIMENTS

In this section, we evaluate the performance of the proposed SDL on various datasets and in different applications such as analyzing face data, digit recognition, and in classification of real-world data such as satellite images and textures. We will show through various experiments the main advantages of the proposed SDL, such as a compact dictionary – i.e., a discriminative dictionary even at small dictionary size – and fast performance. Also, we will show how its kernelized version enables embedding data-dependent kernels into the proposed SDL to significantly improve the performance on difficult classification tasks. Table I provides the details of the datasets used in our experiments, their dimensionality, number of classes, and the number of instances per class, as well as in the training and test sets as used in our experiments.

A. Implementation Details

In our approach, the first step is to compute the dictionary by computing the (generalized) eigenvectors of $\Phi$ as provided in Algorithms 1 or 2. To avoid rank deficiency in the computation of kernel on labels, we add the identity matrix of the same size to the kernel, i.e., $L = Y^T Y + I$. Then we need to calculate the coefficients using soft-thresholding approach as given in (18) or (24) for the proposed SDL or KSDL, respectively. The optimal value of the regularization parameter in soft thresholding ($\lambda^*$), which controls the level of sparsity, has been computed by 10-fold cross-validation on the training set to minimize the mean-squared error. This $\lambda^*$ is then used to compute the coefficients for both training and test sets $^5$.

As is suggested in [58], the coefficients computed on the training set are used for training a support vector machine (SVM). RBF kernel has been used for the SVM and the optimal parameters of the SVM, i.e., the optimal kernel width $\gamma^*$ and trade-off parameter $C^*$, are found by grid search and 5-fold cross-validation on the training set $^6$. The coefficients computed on the test set are then submitted to this trained SVM to label unseen test examples.

Two measures are considered to evaluate the performance of the classification systems: classification error and balanced classification error, which are defined as follows:

$$E = \frac{\text{wr}}{n},$$  

(25)

$$\text{BE} = \frac{1}{c} \sum_{i=1}^{c} \frac{\text{wr}_i}{n_i},$$  

(26)

where $E$ and $BE$ are classification error and balanced error, respectively; $\text{wr}_i$ is the total wrongly-classified data samples; $n$ is the total number of data samples; $c$ is the number of classes; $\text{wr}_i$ is the number of wrongly-classified objects in class $i$; and $n_i$ is the number of data samples in class $i$. According to this definition, $E$ is the total number of wrongly-classified data samples over the total number of objects. Hence, if there are fewer objects in one class, wrongly-classified objects in that class contribute less towards the overall classification system error. The definition of $BE$, however, gives the same weight to all classes irrespective of the number of objects in each class. To further clarify the difference between these two measures, we consider an extreme case. Suppose that in a two-class problem, there are 98 objects in one class and 2 objects in another class. If all 98 objects are correctly classified in class one, and out of 2 objects in class two, only one is correctly classified, the classification error is $E = 1/100 = 1\%$, whereas the balanced error is $\text{BE} = (1/2 + 0/98)/2 = 25\%$.

$^5$One $\lambda^*$ is computed for each data point in the training set. However, the averaged $\lambda^*$ over the whole training set is used to compute the coefficients on the training and test sets as it yields better generalization.

$^6$10-fold cross-validation yields very close results. Thus to avoid higher computation load, 5-fold cross-validation is adopted.

---

We have used $\lambda_0$ here as it is different from $\lambda$ in the lasso and soft-thresholding.
TABLE I: The datasets used in this paper.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Samples</th>
<th>Samples per Class</th>
<th>Training Size</th>
<th>Test Size</th>
<th>Classes</th>
<th>Dim.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Face (Olivetti)^a</td>
<td>400</td>
<td>119, 281</td>
<td>200</td>
<td>200</td>
<td>2</td>
<td>4096</td>
</tr>
<tr>
<td>Digit (USPS)^b</td>
<td>9208</td>
<td></td>
<td>7291</td>
<td>2007</td>
<td>10</td>
<td>256</td>
</tr>
<tr>
<td>Sonar^c</td>
<td>208</td>
<td>97, 111</td>
<td>104</td>
<td>104</td>
<td>2</td>
<td>60</td>
</tr>
<tr>
<td>Ionosphere^d</td>
<td>351</td>
<td>225, 126</td>
<td>176</td>
<td>175</td>
<td>2</td>
<td>34</td>
</tr>
<tr>
<td>Texture (I)</td>
<td>5500</td>
<td>500</td>
<td>2750</td>
<td>2750</td>
<td>11</td>
<td>40</td>
</tr>
<tr>
<td>Satimage^e</td>
<td>6435</td>
<td>1533, 703, 1358, 626, 707, 1508</td>
<td>3218</td>
<td>3217</td>
<td>6</td>
<td>36</td>
</tr>
<tr>
<td>Texture (II)</td>
<td>600</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>2</td>
<td>256</td>
</tr>
</tbody>
</table>

^ahttp://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html
^bhttp://www-i6.informatik.rwth-aachen.de/~keysers/usps.html
^chttp://archive.ics.uci.edu/ml/
^dhttp://www.dice.ucl.ac.be/neural-nets/Research/Projects/ELENA/databases/REAL/
^ehttp://www.ux.uis.no/~tranden/

for example, this classification system is supposed to classify healthy versus unhealthy cases, BE is a better measure to evaluate the classification system, because both classes equally contribute towards the estimation of error irrespective of the number of data samples in each. Since as indicated on the third column of Table I, some datasets used in our experiments, such as Face, Sonar, Ionosphere, and Satimage, are not balanced,

we have provided both E and BE for them in next subsections.

B. Face Data

In this experiment, our main goal is to show the compactness of our proposed dictionary. We use the Olivetti face dataset of AT&T [59]. This data consists of 400 face images of 40 distinct subjects, i.e., 10 images per subject, with varying lighting, facial expressions (open/closed eyes, smiling/not smiling) and facial details (glasses/no glasses). The original size of each image is 92×112 pixels, with 256 gray levels per pixel. However, in our experiments, each image has been cropped from the center to be 64×64 pixels.

The main task in our experiments is to classify the faces into glasses/no-glasses classes. To this end, the images are labeled to indicate these two classes, with 119 in the glasses class and 281 in the no-glasses. Typical images of these two classes are shown in Fig. 1. All images are normalized to have zero mean and unit \( \ell_2 \)-norm. Half of the images are randomly selected for training, and the other half for testing; the experiments are repeated 10 times, and the average error (E) and balanced error (BE) are reported in Table II. The experiments are performed on varying dictionary sizes, including 2, 4, 8, 16, and 32. The results are compared with several unsupervised and supervised dictionary learning approaches, as shown in Table II. For K-SVD, the fast implementation provided by Rubinstein [60] has been used. We have implemented DK-SVD with K-SVD as the core. The difference between supervised and unsupervised \( k \)-means is that in unsupervised \( k \)-means, the dictionary is learned on the whole training set, whereas in the supervised

one, one dictionary is learned per class as suggested in the texton-based approach by Varma and Zisserman [17], [32]. The code for metaface approach has been provided by the authors [33]. The same as our approach, the parameter(s) of all these rival approaches are tuned using 5-fold cross-validation on the training set.

As can be seen in Table II, our approach performs the best among these approaches. The compactness of the dictionary learned using the proposed SDL is noticeable from the results at small dictionary size. For example, at the dictionary size of two, while the error of our approach is 12.60\%, unsupervised \( k \)-means yields a 27.4\% error, which is more than twice as large as our approach. The best result obtained by other supervised dictionary approaches (here metaface) yields a 17.55\% error at this dictionary size, which is more than 5\% above the error generated by the proposed SDL. The same conclusion can be made using balanced error. Interestingly, supervised \( k \)-means performs significantly better than the unsupervised one, particularly at small dictionary sizes. The main conclusion of this experiment is that the proposed SDL generates a very discriminative and compact dictionary, compared to well-known unsupervised and supervised dictionary learning approaches.

C. Digit Recognition

The second experiment is performed on the task of handwritten digit classification on the USPS dataset [61]. This dataset consists of handwritten digits, each with the size of 16×16 pixels with 256 gray levels. There are 7291 and 2009 digits in the training and test sets, respectively.

We compare our results with the most recent SDL technique, which yields the best results published so far on this
TABLE II: Classification error (E) and balanced error (BE) on test set for Olivetti face data using the proposed SDL. The results are compared with several other dictionary learning approaches in the literature. The best results obtained are highlighted.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Dictionary Size</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>E</td>
<td>BE</td>
<td>E</td>
<td>BE</td>
<td>E</td>
<td>BE</td>
</tr>
<tr>
<td>Unsupervised</td>
<td>k-means</td>
<td>±2.40</td>
<td>±39.35</td>
<td>±2.70</td>
<td>±39.35</td>
<td>±2.60</td>
</tr>
<tr>
<td></td>
<td>K-SVD [28]</td>
<td>±2.80</td>
<td>±41.40</td>
<td>±2.60</td>
<td>±41.05</td>
<td>±2.90</td>
</tr>
<tr>
<td>Supervised</td>
<td>Proposed SDL</td>
<td>±2.45</td>
<td>±4.60</td>
<td>±2.44</td>
<td>±5.23</td>
<td>±1.62</td>
</tr>
<tr>
<td></td>
<td>DK-SVD [38]</td>
<td>±3.06</td>
<td>±3.52</td>
<td>±2.48</td>
<td>±3.04</td>
<td>±2.02</td>
</tr>
<tr>
<td></td>
<td>k-means* [17]</td>
<td>±17.80</td>
<td>±19.36</td>
<td>±10.25</td>
<td>±10.15</td>
<td>±8.75</td>
</tr>
<tr>
<td></td>
<td>Metaface [33]</td>
<td>±17.55</td>
<td>±19.39</td>
<td>±11.25</td>
<td>±15.35</td>
<td>±9.75</td>
</tr>
</tbody>
</table>

*Supervised k-means learns one sub-dictionary per class and then composes all learned sub-dictionaries into one.

dataset [41]. To facilitate a direct comparison with what is published in [41], we use the same setup as they have reported. To this end, since the most effective techniques on digit recognition deploy shift invariant features [62], and since neither our approach nor the one reported in [41] benefit from these kind of features, as suggested in [41], the training set is artificially augmented by adding digits which are shifted version of original ones, moved by one pixel in all four directions. Although this is not an optimal and sophisticated way of introducing shift invariance to the SDL techniques, it takes into account this property in a fairly simple approach. Each digit in training and test sets is normalized to have zero mean and unit $\ell_2$-norm.

Table III shows the results obtained using the proposed approach in comparison with the unsupervised and supervised dictionary learning techniques reported in [41]. As can be seen, again our approach introduces a very compact dictionary such that its performance at dictionary size of 50 is the same as the performance of the system reported in [41] using a dictionary of 100 atoms. With increasing the dictionary size, the performance of our approach slightly degrades. This is the reason that in Table III, no results are reported in (14), overcompleteness is not possible in our proposed SDL. Nevertheless, the number of useful bases depends on the intrinsic dimensionality of the subspace, which in turn depends on the nature of the data. If the number of dictionary atoms goes beyond this intrinsic dimensionality, then adding more atoms does not improve the performance but may degrade it, as they are not associated with separable directions but related to noise. On the other hand, it is important to notice that we can achieve a reasonable performance using much less complexity than the best rival. It should be also noted that the best performance achieved by our approach (happening at a small dictionary size of 50) is just 0.25% worse than the best results obtained by [41] (happening at dictionary size of 300, i.e., with much higher complexity). This means that our approach misclassifies only 5 more digits compared to the best results obtained in [41], whereas for the same dictionary size (50), our approach performs 0.55% better, i.e., classifies 11 more digits correctly. On the other hand, w.r.t. the complexity, our proposed approach offers a much simpler solution for SDL than the approach in [41]: there are fewer parameters to tune, the dictionary can be computed in closed form, and there is no need to solve a complicated nonconvex optimization problem as used in [41] by iteratively and alternately optimizing classifier, dictionary, and coefficient learning.

As a final remark, due to the orthonormality constraint in the optimization problem of our proposed SDL as given in (14), overcompleteness is not possible in our proposed SDL. This is the reason that in Table III, no results are reported for a dictionary size of 300 for our approach. However, as mentioned above, due to the compactness of our dictionary, good results are obtained at a much smaller dictionary size, which is a desired attribute as it decreases the computational load. Also, the proposed kernelized version of our proposed approach given in (21) and Algorithm 2 can learn dictionaries as large as $n$, i.e., the number of data points used for training, which is usually greater than the dimensionality of the data $p$ (see Table I for the relative size of $p$ and $n$ for the data used in our experiments).

D. Other Real-World Data

In the two previous sections, the classification task was performed on the pixels of images directly. In this section, we evaluate the performance of the proposed approach on the classification of some real-world data using features extracted. Four datasets with varying complexity from 2- to 11-class,
with the dimensionality of up to 60 features, and also with as many as 6435 data samples are used in these experiments (refer to Table I for detailed information on these datasets). All data are preprocessed to have zero mean and unit $\ell_2$-norm, except Satimage dataset, where the features are normalized to be in the range of [0, 1] due to the large variation of feature values.

Since the rival approaches are the same as that used for face data, their implementations are the same as was explained in Subsection IV-B. There is one additional remark here on the implementation of supervised $k$-means on datasets with more than two classes, such as the Texture and Satimage datasets. We have implemented this approach in a way to ensure that the dictionary atoms are evenly computed over different classes as much as possible. For example, in the case of dictionary size of 8 and for the Texture dataset that has 11 classes, we have first selected 11 dictionary atoms, one from each class, then 8 of them are randomly selected.

On all datasets, the experiments are repeated ten times over a random split of data into half for training and half for testing. The average and standard deviation of classification error (E) and balanced error (BE) are reported in Tables IV and V, respectively, in comparison with several other unsupervised and supervised dictionary learning approaches. Since the texture dataset is balanced, the error and balanced error are the same, therefore, the balanced error has not been reported for this dataset in Table V. We have also included the results of classification using a kernelized version of our proposed SDL with radial basis function (RBF) as the kernel. The width of the RBF kernel has been selected based on a self-tuning approach [63].

As can be seen from Tables IV and V, the proposed SDL or its kernelized version performs the best in all cases, except for the dictionary size of 8 and 16 on the Sonar data. The better performance of supervised $k$-means at the dictionary sizes of 8 and 16 is not significant, as the resultant standard deviation is very high. DK-SVD performs poorly (even worse than the unsupervised K-SVD approach) on these datasets mainly because, by design, it uses a linear classifier (refer to Subsection II-B and [38] for more description on this approach). The poor performance of metaface is because it usually performs well at very large dictionary size. Hence, at reported dictionary sizes, its training is not sufficient to capture the underlying data structure. For example, for Sonar data, while the proposed SDL can achieve an error of $20.77\pm4.67$ at the dictionary size of 32, the metaface approach can only achieve this accuracy at the dictionary size of 64 (error $20.00\pm4.75$). However, using large dictionary size adds to the computational load of the approach.

As a final remark on the results presented in this subsection, we would like to comment on the relative performance of proposed SDL and its kernelized version KSDL. The relative performance of these two approaches mainly depends on the nature of the data to be classified, and whether it has a linear or nonlinear behavior. In other words, it depends whether the data can be represented as a subspace or a submanifold. In the former case, the proposed SDL should be sufficient to model the data, while in the latter case, the KSDL should potentially perform better. However, the success of KSDL depends on the proper selection of the kernel and its parameter(s). In fact, even if the data has a linear nature and can be represented in a subspace, the KSDL should also perform as well as SDL, but this again depends on proper kernel and model selection. In the next subsection, we will show how choosing a proper kernel can significantly improve the results using KSDL approach for a rather complicated dataset.

### E. Patch Classification on Texture Data

To show the benefit of using data-dependent kernels such as kernels computed using normalized compression distance [25], in this section, we perform classification on patches extracted from texture images. We compare our results with and without kernels using the proposed approach, and also compare them to the results published in [15], i.e., two supervised dictionary learning approaches called SDL-G BL (G for generative and BL for bilinear model) and SDL-D BL (D for discriminative). To ease the comparison, we use the same datasets as in [15], i.e., classification on texture pair of D5 and D92 from the Brodatz album, shown in Fig. 2. Also the same as in [15], 300 patches are randomly extracted from the left half of each texture image for training and 300 patches from the right half for testing. This is to ensure that there is no overlap among the patches used in the training and test sets.

We have used the RBF kernel and two data-dependent compression-based kernels as reported in [64] (CK-1) and [26] ($d_N$) as the kernel for the proposed kernelized SDL. The latter deploys MPEG-1 as the compressor as suggested in [64] for the computation of normalized compression distance [25]. However, compared to the measure proposed in [64] (CK-1), it proposes a novel compression-based dissimilarity measure ($d_N$) that performs well on both small and large patch sizes (as shown in [26], CK-1 does not work properly on small patch sizes). Besides, $d_N$ is a semi-metric.

Table VI provides the results of classification using the proposed SDL with and without kernels. It also compares the results with $k$-means as an unsupervised approach to compute the dictionary, and with the results published in [15] for the same number of patches (300) and the same dictionary size, i.e., 64. The sparsity of the coefficients, i.e., the number of nonzero coefficients, are also provided in this table (this is not reported for SDL-G BL and SDL-D BL in [15]). As can be seen, using a compression-based data-dependent kernel based on $d_N$ dramatically improves the results. The classification error is even lower than the one obtained by the SDL-D BL approach using 30000 patches for training, which yields the best results on this data with the classification error = $14.26\%$ in [15]. Moreover, as the sparsity of the coefficients indicate, the proposed approach with data-dependent kernel $d_N$ deploys the smallest number of dictionary atoms in the reconstruction of the signal, i.e., benefits the most from the sparse representation, as it uses almost half of the dictionary elements compared to other approaches. This has a great impact on the computation load of the classification task, especially in the stage of training and testing of the classifier. Our experiments show (not reported in Table VI) that by using
TABLE IV: The results of classification error (%) on various real-world datasets using different methods and in different dictionary sizes. The best results obtained are highlighted.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Sonar</th>
<th>Ionosphere</th>
<th>Texture</th>
<th>Satimage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>8</td>
<td>16</td>
<td>32</td>
<td>8</td>
</tr>
<tr>
<td>Unsupervised</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k-means</td>
<td>28.56</td>
<td>24.32</td>
<td>24.42</td>
<td>7.37</td>
</tr>
<tr>
<td>K-SVD [28]</td>
<td>±5.53</td>
<td>±5.43</td>
<td>±3.77</td>
<td>±2.48</td>
</tr>
<tr>
<td>±2.69</td>
<td>±6.69</td>
<td>±4.25</td>
<td>±4.12</td>
<td>±1.73</td>
</tr>
<tr>
<td>Supervised</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed SDL</td>
<td>27.79</td>
<td>22.50</td>
<td>20.77</td>
<td>5.94</td>
</tr>
<tr>
<td>±3.47</td>
<td>±2.73</td>
<td>±4.67</td>
<td>±1.66</td>
<td>±1.41</td>
</tr>
<tr>
<td>±3.88</td>
<td>±4.40</td>
<td>±3.22</td>
<td>±1.97</td>
<td>±2.03</td>
</tr>
<tr>
<td>±4.53</td>
<td>±4.32</td>
<td>±4.15</td>
<td>±1.88</td>
<td>±3.51</td>
</tr>
<tr>
<td>±5.31</td>
<td>±4.27</td>
<td>±5.98</td>
<td>±1.39</td>
<td>±1.59</td>
</tr>
<tr>
<td>k-means [17]</td>
<td>24.62</td>
<td>22.31</td>
<td>22.88</td>
<td>7.54</td>
</tr>
<tr>
<td>±3.17</td>
<td>±5.22</td>
<td>±4.43</td>
<td>±6.36</td>
<td>±4.27</td>
</tr>
<tr>
<td>Metaface [33]</td>
<td>26.74</td>
<td>27.89</td>
<td>23.17</td>
<td>18.29</td>
</tr>
<tr>
<td>±3.17</td>
<td>±5.22</td>
<td>±4.43</td>
<td>±6.36</td>
<td>±4.27</td>
</tr>
</tbody>
</table>

*Proposed kernel SDL with RBF kernel.

TABLE V: The results of classification balanced error (%) on various real-world datasets (except texture data, for which the error and balanced error are the same as the dataset is balanced) using different methods and in different dictionary sizes. The best results obtained are highlighted.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Sonar</th>
<th>Ionosphere</th>
<th>Texture</th>
<th>Satimage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>8</td>
<td>16</td>
<td>32</td>
<td>8</td>
</tr>
<tr>
<td>Unsupervised</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K-SVD [28]</td>
<td>±5.66</td>
<td>±4.93</td>
<td>±3.97</td>
<td>±3.11</td>
</tr>
<tr>
<td>±2.61</td>
<td>±6.36</td>
<td>±4.27</td>
<td>±4.97</td>
<td>±2.05</td>
</tr>
<tr>
<td>Supervised</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed SDL</td>
<td>27.75</td>
<td>22.66</td>
<td>20.86</td>
<td>7.06</td>
</tr>
<tr>
<td>±3.50</td>
<td>±2.87</td>
<td>±4.84</td>
<td>±1.57</td>
<td>±1.39</td>
</tr>
<tr>
<td>±3.91</td>
<td>±4.79</td>
<td>±3.28</td>
<td>±1.92</td>
<td>±2.13</td>
</tr>
<tr>
<td>±5.67</td>
<td>±4.63</td>
<td>±4.11</td>
<td>±3.54</td>
<td>±4.67</td>
</tr>
<tr>
<td>±5.06</td>
<td>±4.26</td>
<td>±5.65</td>
<td>±1.92</td>
<td>±1.94</td>
</tr>
<tr>
<td>±4.13</td>
<td>±3.44</td>
<td>±6.19</td>
<td>±2.98</td>
<td>±3.64</td>
</tr>
</tbody>
</table>

*Proposed kernel SDL with RBF kernel.

Fig. 2: Texture images of D5 and D92 from Brodatz album.

a slightly larger regularization parameter $\lambda$ in soft thresholding such that the reconstruction error is within one standard deviation of the minimum, the sparsity of coefficients can be significantly increased. That is, the average number of nonzero coefficients can be reduced to about 5% of the total number of coefficients without compromising the classification error. The classification error is $9.90 \pm 1.43$ in this case, which is even slightly better than what is reported in Table VI.

F. The Effect of Noisy Labels on the Performance of the Proposed SDL

Since in supervised dictionary learning approaches the information category is used in the learning of the dictionary, one main question will be: “to what extent are these approaches sensitive to noisy labels?” In this subsection we will try to address this question.

As defined in Subsection III-B, the labels $Y \in \{0, 1\}^{c \times n}$ can only take the values 0 or 1. Therefore, what we mean by noisy labels is that 0 might be converted to 1, or vice versa. We assume that in each column of noisy labels $\tilde{Y}$, there is still only one nonzero element, which indicates the class of the corresponding object.

Almost all the categories of SDL mentioned in Subsection II-B utilize the labels directly or indirectly in the learning of the dictionary. For example, in the first SDL category, one dictionary is learned per class. Therefore, if one object is wrongly assigned to a class, this object will contribute to learning dictionary atoms in the wrong class, which consequently may lead to reducing the efficiency of the learned dictionary in the classification task. In our proposed approach, as indicated
in the optimization problem (14), a linear kernel over the labels is used to include the category information in the learning of the dictionary. Hence, it is natural that we expect that noisy labels degrade the efficacy of the dictionary learned in the classification task.

To address the question raised in the beginning of this subsection, we have performed experiments on the Olivetti face dataset. In these experiments, we have included a certain percentage of wrong labels in the learning of the supervised dictionary, and then performed the classification task using this dictionary. Since our main concern is to see how sensitive the dictionary is to noisy labels, correct labels are used in the classifier over the training set. In other words, in our experiments, noisy labels are only used in the learning of the dictionary, and correct labels in the classifier. This may not be a realistic setup as when we have wrong labels, we do not have the correct labels, otherwise we could also use them in the learning of the dictionary. However, if we use wrong labels in the classifier as well, we do not know to what extent the dictionary is affected by wrong labels because wrong classification might be also due to misguiding the classifier.

The results are shown in Fig. 3 for the dictionary sizes of 2, 4, 8, and 16, and for various supervised dictionary learning approaches as used in the experiments on the Olivetti face dataset (refer to Table II). As can be seen from this figure, our proposed SDL is the least sensitive to noisy labels. Also, by increasing the dictionary size, the sensitivity to noisy labels is reduced for our proposed SDL as well as for the other approaches. To see the dependence with category information. We showed that both approaches, as they affect both the dictionary learning and training of the classifiers. Based on these explanations, we admit that comparing the effect of noisy labels on our proposed SDL with DK-SVD or metaface is not completely fair, as in our approach (as well as in supervised k-means) we deliberately avoided the impact of noise on the training of classifiers, whereas we could not avoid it in the DK-SVD and metaface approaches.

V. DISCUSSIONS AND CONCLUSIONS

In this paper we proposed a novel supervised dictionary learning. The proposed approach learns the dictionary in a space where the dependency between the data and category information is maximized. Maximizing this dependency has been performed based on the concept of the Hilbert Schmidt independence criterion (HSIC). This introduces a data decomposition that represents the data in a space with maximum dependency with category information. We showed that both the dictionary and sparse coefficients can be learned in closed form. Our experiments using real-world data with varying complexity shows that the proposed approach is very efficient in classification tasks, and outperforms other unsupervised and supervised dictionary learning approaches in the literature. Also, the proposed approach is very fast and efficient in computation.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Average No. of Nonzero Coefficients</th>
<th>Classification Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Train Set</td>
<td>Test Set</td>
</tr>
<tr>
<td>k-means</td>
<td>47.85</td>
<td>48.99</td>
</tr>
<tr>
<td>Proposed SDL</td>
<td>39.80</td>
<td>39.85</td>
</tr>
<tr>
<td>Proposed kernel SDL</td>
<td>RBF</td>
<td>62.88</td>
</tr>
<tr>
<td></td>
<td>CK-1 [64]</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>d_N [26]</td>
<td>33.46</td>
</tr>
<tr>
<td>SDL-G BL+ [15]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SDL-D BL+ [15]</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

*The average no. of nonzero coefficients is not provided for this approach in [15].
Moreover, we showed how the proposed SDL can be kernelized. This enables the proposed SDL to benefit from data-dependent kernels. It was shown using some experiments that the proposed kernelized SDL can significantly improve the results in difficult classification tasks compared to other SDL approaches in the literature. To the best of our knowledge, this is the first SDL in the literature that can be kernelized, and thus benefit from data-dependent kernels embedded into the SDL.

The proposed approach learns a very compact dictionary, in the sense that it significantly outperforms other approaches when the size of the dictionary is very small. This shows that the proposed SDL can effectively encode the category information into the learning of the dictionary such that it can perform very well in classification tasks using few atoms. In the dictionary learning literature, usually the dictionary learned is overcomplete, i.e., the number of elements in the learned dictionary is larger than the dimensionality of the data/dictionary. In our proposed SDL, due to the orthonormality constraint on the dictionary atoms as detailed in (14), the dictionary cannot be overcomplete. However, there are two remarks here: first, as discussed above, our dictionary is very compact and as the experiments show, the proposed SDL performs very well at small dictionary size, which is usually below even complete dictionary size. This is a main advantage of the proposed approach, as small dictionary size means lower computational cost. Second, the kernelized version of the proposed approach can easily learn dictionaries as large as \( n \), the number of data samples in the training set. This is because the kernel computed on the data is of the dimensionality of \( n \), which is usually greater than the dimensionality of the data \((p)\). Note that for all datasets provided in this paper except the Olivetti face dataset, the number of data in the training set is larger than the dimensionality of data (refer to Table 1). For the face dataset, it is worth noting that a dictionary as small as 32 atoms leads to extremely good results using the proposed SDL, and overcompleteness is not necessary here.

Another advantage of the proposed approach is that there is only one parameter to be tuned, which is the regularization parameter \( \lambda \) in soft thresholding. Since the dictionary is learned in closed form, it is extremely fast to tune this parameter within the classification task or by minimizing the reconstruction error. Other SDL approaches in the literature usually have several parameters to be tuned, and since learning the dictionary and coefficients have to be performed alternately and iteratively, it is very time-consuming to tune these parameters using a cross-validation on the training set.

Through some experiments, we showed that our proposed approach is less sensitive to noisy labels compared to other SDL approaches. It was also shown that by increasing the number of atoms in the dictionary, the proposed approach becomes less sensitive to noisy labels.

Fig. 3: The error rate of the classification system for Olivetti face recognition system to discriminate between faces with and without glasses. The effect of noisy labels in learning dictionary are shown for the dictionary sizes of (a) 2, (b) 4, (c) 8, and (d) 16.
In this research, we proposed to use $\mathbf{L} = \mathbf{Y}^\top \mathbf{Y} + \mathbf{I}$ as the kernel on the labels. As proposed in [65], [66], it is possible to encode the relationship among the classes into a matrix $\mathbf{M} \in \mathbb{R}^{c \times c}$, where $c$ is the number of classes, and use $\mathbf{L} = \mathbf{Y}^\top \mathbf{MY} + \mathbf{I}$ instead to build up the kernel on the labels. This may consequently better encode the data structure into the learning of the dictionary, and also reduce the sensitivity of the proposed approach to noisy labels. As a future work, we will implement this new kernel in the formulation provided for Algorithm 1.

Also, the kernel $\mathbf{L}$ is a general kernel over the labels. However, to avoid the need for tuning the kernel on different datasets and for consistency, we limited ourselves to linear kernels in this paper. In future work, we will show how by proper selection of the kernels over the labels, we can benefit the most from the supervised dictionaries learned, which are particularly designed for a specific application in hand.

Moreover, we have used an SVM with an RBF kernel on the sparse coefficients learned for performing the classification task. However, model selection is still an open research problem [67]. For example, the RBF kernel may not fully utilize the sparsity of the coefficients. In future work, we will consider other kernels for the SVM or other classifiers that can benefit more from the sparse nature of data points submitted for classification, as suggested in [58].
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