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I n the classic revenue management (RM) problem of selling a fixed quantity of perishable inventories to price-sensi-
tive non-strategic consumers over a finite horizon, the optimal pricing decision at any time depends on two impor-

tant factors: consumer valuation and bid price. The former is determined exogenously by the demand side, while the
latter is determined jointly by the inventory level on the supply side and the consumer valuations in the time remaining
within the selling horizon. Because of the importance of bid prices in theory and practice of RM, this study aims to
enhance the understanding of the intertemporal behavior of bid prices in dynamic RM environments. We provide a prob-
abilistic characterization of the optimal policies from the perspective of bid-price processes. We show that an optimal bid-
price process has an upward trend over time before the inventory level falls to one and then has a downward trend. This
intertemporal up-then-down pattern of bid-price processes is related to two fundamental static properties of the optimal
bid prices: (i) At any given time, a lower inventory level yields a higher optimal bid price, which is referred to as the
resource scarcity effect; (ii) Given any inventory level, the optimal bid price decreases with time; that is referred to as the
resource perishability effect. The demonstrated upward trend implies that the optimal bid-price process is mainly driven by
the resource scarcity effect, while the downward trend implies that the bid-price process is mainly driven by the resource
perishability effect. We also demonstrate how optimal bid price and consumer valuation, as two competing forces, interact
over time to drive the optimal-price process. The results are also extended to the network RM problems.
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1. Introduction

Revenue management (RM) has arisen as an impor-
tant tactic in many industries, such as airlines, hotels,
and retailing, that are characterized by fluctuating
demand, perishable capacity and a finite selling sea-
son. Advances in information and communication
technology enable sellers to easily adjust their pricing
and capacity allocation decisions depending on the
inventory level and remaining time in the selling sea-
son to better match supply and demand intertempo-
rally. Talluri and van Ryzin (2004) provide a
comprehensive review of industrial practices and the
growing RM literature, where they classify the RM
models into two categories: dynamic pricing models,
which vary prices over time, and capacity rationing
models, which allocate capacity to different priority-
class customers.
In RM, optimal bid price (bid price, hereafter for

simplicity), which is also referred to as shadow price,
is a central economic concept for measuring the

opportunity cost of losing one unit of the resource.
In a discrete capacity/inventory system, it is calcu-
lated as the first-order difference of the value function
(i.e., the expected revenue function) with respect to
the inventory level at any given time. It is a crucial
factor in determining the optimal policy (e.g., pricing
or capacity allocation) in RM. However, there are still
gaps in our understanding of how bid-price processes
may evolve over time. To quote Dr. Darius Walczak,
Director of Optimization, at PROS Pricing, in his per-
sonal communication with us:

In the airline industry, many carriers do rely on
bid-price control. Despite popularity of bid
prices, there are still misconceptions remaining
among the users: some claim that bid prices
should have increasing trend, some claim the
opposite, and some others believe that there is
no trend to be expected.

Our paper aims to characterize the probabilistic
trends of the bid-price processes and to investigate
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their implications for pricing and capacity allocation
decisions in dynamic RM environments.
In a typical single-product setting, the dynamic

pricing and capacity rationing models have two com-
mon structural properties: the expected revenue func-
tion is concave in the inventory level, and
submodular in the inventory level and elapsed time;
that implies that the bid price of the inventory is
decreasing in the inventory level and elapsed time
(see, e.g., Feng and Xiao 2000, Gallego and van Ryzin
1994, Zhao and Zheng 2000 for dynamic pricing mod-
els, and Lautenbacher and Stidham (1999), Feng and
Xiao (2001) for capacity allocation models). The
monotonicity in the inventory level means that the
less the remaining capacity, the higher the bid price;
this is called the resource scarcity effect. The monotonic-
ity in time means that the more time is elapsed, the
lower the bid price; this is called the resource perishabil-
ity effect. In a dynamic pricing setting, Gallego and
van Ryzin (1994) infer from these static properties that
the optimal price is decreasing in the remaining
inventory level at any given time, and is decreasing in
the elapsed time for any given inventory level.
In a dynamic stochastic system, inventory level falls

over time. The decrease in the inventory level and the
elapse of time have opposite effects on the bid prices.
At any point in time, the future bid prices can be
either higher or lower than the current bid price.
Thus, the statically monotonic structural properties
cannot predict how the bid-price process will evolve.
Since the optimal policy is driven by the bid prices,
the static properties also cannot predict the trends of
optimal decisions, for example, the optimal-price
trends. Assuming a Poisson arrival process and time-
invariant customer valuation distribution, Gallego
and van Ryzin (1994) show that the sample path of an
optimal-price process has a zig-zag pattern over time
that does not exhibit monotonicity. Xu and Hopp
(2009) identify sufficient conditions under which the
average sample path of the optimal-price process has
some monotonic trends in the probabilistic sense.
They show that if the customer valuation increases
rapidly, the optimal-price process is a submartingale,
which implies an upward trend. If the customer valu-
ation decreases rapidly, the optimal-price process is a
supermartingale, which implies a downward trend.
However, they do not study the bid-price trends
under the optimal policy. In a stochastic fluid model
with an iso-elastic demand function, Xu and Hopp
(2006) show that the optimal-price process is a martin-
gale. It is not hard to infer from their closed-form
solutions that the bid-price process of their model is
indeed a martingale as well. In a more general sto-
chastic fluid model under the bid-price control,
Akan and Ata (2009) also show that the bid-price pro-
cess is a martingale. They propose an e-optimal

approximation model under which the bid-price pro-
cess has the martingale property. Inspired by the
interesting findings of Xu and Hopp (2006) and Akan
and Ata (2009), we aim to answer the following ques-
tions: Do bid-price processes in the conventional RM
models (e.g., Gallego and van Ryzin (1994), Zhao and
Zheng (2000)) also evolve as martingales? In dynamic
pricing models, how do the two competing forces, bid
price and consumer valuation, drive the optimal-price
processes?
In this study, we analyze the bid-price processes

under the optimal policies for the standard RM mod-
els with discrete inventory levels. More specifically,
we show that in a dynamic pricing model, the bid-
price process under the optimal policy has an upward
trend before the inventory level falls to one, and a
downward trend afterwards. Such an up-then-down
pattern implies that the bid-price processes are not
martingales and moreover, that they are neither su-
permartingales nor submartingales. This finding
implies that each of the two driving forces of the bid
prices, namely, resource scarcity and resource perish-
ability, plays a dominant role in different situations:
When the inventory level is greater than one, the
resource scarcity effect is the dominant driver for the
bid-price trend; when only one unit of inventory is
left, the resource scarcity no longer exists and the per-
ishability effect becomes the only driver for the bid-
price trends.
To explore the implications of the bid-price trends,

we first investigate the trends of optimal selling prices
(optimal price, hereafter for simplicity). We show that
the optimal-price trends are determined jointly by the
trends of bid-price and valuation processes. In partic-
ular, when the valuation distributions are stationary,
the optimal-price trends may also exhibit similar up-
then-down patterns: the optimal-price processes are
expected to move upward before the inventory level
falls to one and then to move downward. This result
is different from that of Xu and Hopp (2009), who
show that when the valuation increases or decreases
dramatically over time, the optimal-price trends are
upward or downward, respectively. We focus on the
role of bid-price trends in determining the optimal-
price trends, while they focus on the role of valuation
trends. From this standpoint, our analysis comple-
ments theirs for an understanding of the optimal-
price trends.
In the numerical study, we demonstrate the effects

of valuation trends, demand/capacity ratio, and the
demand and capacity scaling, on the bid-price and
optimal-price trends. We observe that the bid-price
trends are not sensitive to the valuation trends,
whereas the optimal-price trends are. We also observe
that the higher the demand/capacity ratio—hence the
more stringent the capacity—the more significant are
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the up-then-down patterns of the bid-price and opti-
mal-price trends. When both demand and capacity
are sufficiently high with their ratio fixed, the bid-
price and optimal-price processes tend to behave like
martingales, an observation that is in line with the
finding of Akan and Ata (2009) for stochastic fluid
models.
Finally, we extend our results on the bid-price

trends and optimal-price trends to the network RM
problem.
In summary, our contribution is twofold. First, we

provide a probabilistic characterization of the bid-
price process and show that the bid-price trends have
an up-then-down pattern. To the best of our knowl-
edge, this is a new insight for RM problems. Second,
we show how the two competing forces, bid-prices,
and customer valuation, drive the optimal-price trend
in the dynamic pricing model, a finding which com-
plements Xu and Hopp (2009).
Throughout the rest of the study, we use “decreas-

ing” and “increasing” in a weak sense. For any real
numbers x,y, x ^ y ¼ minðx; yÞ and x∨y = max(x,y).
For any vector x, x0 is its transpose.

2. Single-Product Dynamic Pricing

2.1. The Model
Consider a monopolistic firm that sells C discrete
units of a perishable product over a finite horizon [0,
T]. Customers arrive according to a non-homoge-
neous Poisson process with a time-varying arrival
rate Kt, t 2 [0,T]. At any point in time, the firm selects
a selling price p from a compact set [p,p]. Each arriv-
ing customer will buy one item if and only if the price
p is no more than his or her valuation of the product.
At the end of the horizon, all unsold items have zero
salvage values. The firm aims to maximize the total
expected revenue over the horizon.
Assume thatKt [ 0 for all t 2 (0,T). For any t 2 [0,T),

let Utð�Þ : Rþ ! ½0; 1� be the cumulative distribution
function of customer valuation with probability density
function/t : Rþ ! Rþ. Define the failure (or hazard) rate
of Utð�Þ as htð�Þ,/tð�Þ=�Utð�Þ, where �Utð�Þ ¼ 1 � Utð�Þ.
Assume that both Ut and /t are continuous and differen-
tiable. Note that the failure rate is also called the inverse
Mills ratio, where the Mills ratio is defined as
mtðpÞ,1=htðpÞ. We assume that UtðpÞ is strictly
increasing in pwith the support ½p; �p�.
Then, �UtðpÞ is strictly decreasing in ½p; �p�, and for

any d 2 [0,1], there is a unique p such that d ¼ �UtðpÞ.
Moreover, the strict monotonicity implies that �UtðpÞ
has an inverse function, denoted by wtðdÞ, such that
wtðdÞ is also a strictly decreasing function. The one-to-
one mapping between p and d implies that one can
treat d, the probability that customer valuation is
greater than price, as the decision variable. See Galle-

go and van Ryzin (1994) for the same assumption of
one-to-one correspondence between prices and
demand rates. For convenience, we call d the demand
rate in the following analysis. Then the expected reve-
nue rate becomes KtrtðdÞ, where rtðdÞ,dwtðdÞ is the
expected revenue per arrival. Like Gallego and
van Ryzin (1994), we assume that rtðdÞ is bounded
and concave in d; that ensures that rtðdÞ has a
bounded least maximizer d�t, inffd 2 ½0; 1� : rtðdÞ ¼
maxn2½0;1� rtðnÞg. The concavity of rtðdÞ implies that the
marginal value of the expected revenue rate, r0tðdÞ, is
decreasing in d, consistent with the standard eco-
nomic assumption. In fact, even if rtðdÞ is not a con-
cave function, there exists a maximum increasing
concave envelope (MICE) for rtðdÞ such that the optimal
policy can be found on the MICE (see Feng and Xiao
2000 for a detailed discussion). Thus, the concavity
assumption for rtðdÞ is without loss of generality.
Let U be the set of admissible policies. A policy u in

U can be specified as fduðtÞ; 0 � t � Tg, where duðtÞ is
the demand rate under policy u at time t. Define
sn, infft 2 ½0;T�jNðtÞ ¼ ng, which represents the hit-
ting time when the inventory level first falls to the
level n. Note that in the literature a null price is typi-
cally used to model the out-of-stock condition under
which the demand is zero (see, e.g., Gallego and van
Ryzin 1994). However, to analyze the price trend,
such a null price may artificially distort the price
trends: in practice, a product that is out of stock is
more likely to be removed from the market, instead of
being offered at an outrageously high price to shut
down demand. Following Xu and Hopp (2009), we
assume that the price process is stopped immediately
after the inventory level falls to zero and let the price
process take the value it had just before the occur-
rence of this stockout. That is, duðtÞ ¼ duðs0�Þ if
t � s0. Correspondingly, for any u 2 U, the total num-
ber of sales up to time tð\ s0Þ, denoted by AuðtÞ, is a
Poisson process with arrival rate KtduðtÞ and the
maximum value C. Since the sales process stops
when the inventory falls to zero, we assume that
AuðtÞ ¼ Auðs0�Þ for t � s0.
Suppose that the demand process is defined on a

probability space ðX;FÞ. For any policy u 2 U, the
associated probability measure Pu is defined on ðX;FÞ
such that AuðtÞ admits the ðPu;F tÞ-intensity
�uðtÞ ¼ KtduðtÞ, where F t ¼ fAuðsÞj0 � s � tg is the
filtration (history) generated by AuðtÞ. The revenue rate
for a unit sale at time t under the policy u is wtðduðt�ÞÞ,
that is, the optimal price right before time t. Then the
firm’s expected revenue maximization problem is

max
u2U

E

Z T

0

wsðduðs�ÞÞdAuðsÞjF 0

� �

subject to AuðsÞ�C for all s.
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Let u� be an optimal policy and NðtÞ,C � Au� ðtÞ be
the inventory process under the optimal policy. Given
the inventory level n at time t (i.e., N(t) = n), let V(t,n)
be the expected revenue over period [t,T] under the
optimal policy (namely, the value function), that is,

Vðt; nÞ,E

Z T

t
wsðdu

� ðs�ÞÞdAu� ðsÞjF t

� �
:

The boundary conditions are V(t,0) = 0 and V(T,
n) = 0 for any t and n. Note that since the underly-
ing sales process is Markovian, the dependence on
the filtration F t can be replaced by the condition
N(t) = n.

2.2. Optimal Bid-Price Trends
In RM, bid price of a unit of capacity is measured by
the opportunity cost of selling one unit of capacity.
More precisely, at any time t, given a capacity level
n ≥ 1, the bid price is equal to the first-order difference
of the value function, that is, DV(t,n) ≜ V(t,n) �
V(t,n � 1). According to the literature of intensity con-
trol of point process (e.g., Br�emaud 1981), a sufficient
condition for a function V(t,n) to be the optimal value
function is that it satisfies the following Hamilton–
Jacobi–Bellman (HJB) equation (see also Feng and
Xiao (2000)). That is,

0 ¼ @

@t
Vðt; nÞ þ max

d2½0;1�
fKtd½wtðdÞ � DVðt; nÞ�g: ð1Þ

Clearly, given any inventory level n at time t, if one
knows the value of the bid price, DV(t,n), the opti-
mal demand rate can be obtained by solving
maxd2½0;1�frtðdÞ � dDVðt; nÞg: Since rtðdÞ is concave,
for any DV(t,n) ≥ 0, the objective function is con-
cave, and thus the optimal decision, if it is an inte-
rior point in [0,1], satisfies the first-order condition:
r0tðdÞ ¼ DVðt; nÞ. Let d(t,n) and pðt; nÞ ¼ wtðdðt; nÞÞ
denote the optimal demand rate and pricing deci-
sions for any given t and n.
Zhao and Zheng (2000) show that the optimal bid

price DV(t,n) is decreasing in t and n. Their result
implies that the elapsed time and remaining capac-
ity are two key factors driving the bid price. When
one of these two factors is fixed, an increase in the
other factor leads to a decrease in the bid price. For
any t, the bid price is decreasing in n, which reflects
the resource scarcity effect. For any n, the bid price is
decreasing in t, which reflects the resource perishabil-
ity effect. However, in a dynamic stochastic system,
as time goes by and more of the inventories are
sold, the decrease in the inventory level and the
increase in the elapsed time have opposite effects on
the bid price: the former drives the bid price up,
while the latter drives the bid price down. At any

point in time, the bid price in the future is deter-
mined by the future dynamics and is therefore
uncertain. To predict the probabilistic trend of the
bid-price process, we ask the following question:
which of the two driving factors is the dominant fac-
tor for the bid-price trend?
Note that the bid-price process stops when the

inventory level falls to zero. When the system runs
out of inventory, it may be more natural to virtually
let the future bid price be the one right before the
stockout, so as not to drive up prices artificially. Thus,
given an inventory process N(t), the optimal bid-price
process can be defined as

BðtÞ,DVðt ^ s0�;Nðt ^ s0�ÞÞ

¼
DVðt;NðtÞÞ if t\s1;

Vðt; 1Þ if s1 � t\s0;
Vðs0�; 1Þ if t� s0:

8<
:

THEOREM 1 (OPTIMAL BID-PRICE TRENDS.). For any
t 2 [0,T) and s 2 (t,T],

(i) if N(t) > 1, then BðtÞ�E½Bðs ^ s1ÞjF t�;
(ii) if N(t) = 1, then BðtÞ�E½BðsÞjF t�:

Theorem 1 shows that the bid-price process has an
upward trend before the inventory falls to one and
then it moves downward. It implies that the resource
scarcity is the dominant factor in the bid-price process
before the inventory falls to one and that resource per-
ishability then becomes the dominant factor in the
bid-price process. A stochastic process, BðtÞ, is said to
be a martingale over [0,T] if for all 0 ≤ t ≤ s ≤ T,
BðtÞ ¼ E½BðsÞjF t�. BðtÞ is said to be a submartingale
(or supermartingale) if the equality above is replaced
by ≤ (or ≥). A martingale is also a submartingale and a
supermartingale. Theorem 1 implies that the bid-price
process before the inventory level falls to one,
Bðt ^ s1Þ, is a submartingale, and the bid-price process
after the inventory level falls to one, Bðt _ s1Þ, is a su-
permartingale.

2.3. Optimal-Price Trends
This section analyzes how the bid-price trends drive
the dynamics of optimal prices. For simplicity, in the
following analysis of optimal-price trends, we further
assume that rtðdÞ is strictly concave in d.
Like Xu and Hopp (2009), the optimal-price process

can be defined as

PðtÞ, pðt;NðtÞÞ if t\s0;
pðs0�;Nðs0�ÞÞ if t� s0:

�

That is, the price process stops immediately after a
stockout occurs and it takes the value it had just
before the stockout.
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For any t < T and n ≥ 1, the optimal price p(t,n) is
obtained by solving the problem

max
p2½p;�p�

f�UtðpÞ½p� DVðt; nÞ�g: ð2Þ

Since the support of valuation distribution is ½p; �p�,
we know that the objective function is strictly
increasing in p as p≤p and is zero when p� �p. Hence,

the optimal price p(t,n) must be in ½p; �p�. Differentiat-

ing the objective function of (2), we can write the
marginal revenue rate function as

�UtðpÞ � /tðpÞpþ /tðpÞDVðt;nÞ
¼ /tðpÞ½DVðt; nÞ �HtðpÞ�;

where HtðpÞ,p � mtðpÞ. Recall that the term
mtðpÞ ¼ 1=htðpÞ is the Mills ratio.
The following lemma helps characterize the opti-

mal pricing policy.

LEMMA 1. For any t, HtðpÞ is strictly increasing in
p 2 ½p; �p�.

Lemma 1 implies that the optimal price satisfies the
first-order condition that DVðt; nÞ � HtðpÞ ¼ 0 if and
only if HtðpÞ � DVðt; nÞ � Htð�pÞ. Since �p is the upper

bound of the support of the valuation distribution,
�Uð�pÞ ¼ 0, which implies that Htð�pÞ ¼ �p. It is clear
that the bid price (or, the opportunity cost of the mar-
ginal inventory unit) DV(t,n) must be smaller than �p
for any (t,n), which implies that DVðt; nÞ � Htð�pÞ.
Moreover, if HtðpÞ � DVðt; nÞ, the optimal price is p.

Then the optimal price p(t,n) can be expressed as

utðDVðt; nÞÞ ¼ H�1
t ðDVðt; nÞ _ BtÞ, where Bt ¼ HtðpÞ

and H�1
t is the inverse function of Ht.

Xu and Hopp (2009) identify a set of sufficient con-
ditions under which an optimal-price process has an
upward trend or a downward trend. Their discussion
focuses on the effect of the customer valuation pro-
cess. In particular, they show that when customer val-
uation increases (or declines) rapidly, the optimal
price may have an upward (or downward) trend.
However, they do not consider the influence of the
bid prices on the optimal-price trends. To gain insight
into how the two competing forces interact to drive
the optimal-price trends, we first consider the follow-
ing two special cases of valuation distributions.

EXAMPLE 1 (EXPONENTIAL VALUATION DISTRIBUTION).
Suppose that customer valuation is exponentially
distributed with a time-varying mean lt and the
price range is p 2 (0,∞). For any t and n, by solving
the price optimization problem (3), one can obtain
the optimal price pðt; nÞ ¼ lt þ DVðt; nÞ. Then the

optimal-price process is PðtÞ ¼ lt^s0� þBðtÞ, and

the optimal-price trends depend on which force is
dominant. When lt is non-decreasing in t, the opti-
mal price has the upward trend before the inventory
falls to one. Suppose that lt is a differentiable func-
tion of t. If, in particular, the increasing rate of lt is
large enough (e.g., d

dt lt [ � @
@t Vðt; 1Þ for all t), then

the optimal price has an upward trend over the
entire selling horizon. Similarly, since the increase in
the bid-price trends may be limited, when lt falls
rapidly enough that the valuation trend is the domi-
nant driver of the optimal-price process, the opti-
mal-price process will have a downward trend.
When lt is constant, the optimal-price trends are
driven entirely by the bid-price trends.

EXAMPLE 2 (ISO-ELASTIC DEMAND). Another com-
monly used demand model is the iso-elastic (or con-

stant elasticity) demand model �UtðpÞ ¼ p�ct , where
ct [ 1 and p 2 [1,∞) (see, e.g., McAfee and te Velde
2008). The assumption ct [ 1 indicates that the cus-
tomers are relatively sensitive to price changes. It is
clear that the optimal price is pðt; nÞ ¼ ct

ct�1DVðt; nÞ.
Note that ct

ct�1 decreases in ct. Then when the price

elasticity fctg falls over time, the optimal-price pro-
cess has an upward trend before the inventory falls
to one. When the price elasticity fctg increases over
time, the optimal-price process has a downward
trend after the inventory falls to one. When the price
elasticity is constant over time, the optimal-price
process has the same trend as the bid-price process.

For a more general valuation distribution, the fol-
lowing theorem identifies a sufficient condition under
which the optimal-price process may have the same
trend as the bid-price process.

THEOREM 2 (OPTIMAL-PRICE TRENDS.). Assume that
mtðpÞ is convex in p for any t. Then, for any
0 ≤ t < s ≤ T,

(i) if N(t) > 1 and ht increases in t, then
PðtÞ � E½Pðs ^ s1ÞjF t�;

(ii) if N(t) = 1 and ht decreases in t, then
PðtÞ � E½PðsÞjF t�:

Theorem 2 demonstrates how the temporal trend
and static structure of valuation distribution and the
bid-price process drive the trend of the optimal-price
process. In particular, if the valuation distribution is
constant (independent of t), Theorem 2 shows that the
optimal-price process has the same trend as that of
the bid-price process: it moves upward until the
inventory level falls to one and then moves down-
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ward. That is different from the patterns demon-
strated by Xu and Hopp (2009), which show that the
price trends can have either upward or downward
trends under some strong conditions on the customer
valuation process.
Xu and Hopp (2009) impose three sufficient condi-

tions to ensure the upward (or downward) price
trends: (i) 1=htðpÞ is convex in p, (ii) the failure rate
htðpÞ is increasing in p, and (iii) price sensitivity
decreases (or increases) rapidly. Their condition (i) is
the same as our convex Mills ratio condition. As
pointed out by Xu and Hopp (2009) and Xu (2013),
such a condition is satisfied by many common distri-
butions, including uniform, logistic, normal, Weibull,
and gamma with shape parameters no less than one.
Moreover, their condition (ii) implies that HtðpÞ is also
increasing in p. Because r00t ðdÞ ¼ � 1

/tðwtðdÞÞH
0
tðwtðdÞÞ,

their condition (ii) further implies the concavity of
rtðdÞ but not necessarily vice versa. For example, the

iso-elastic demand function �UtðpÞ ¼ p�ct in Example
2 violates condition (ii) while satisfying the concavity
of the revenue rate function, because HtðpÞ ¼ p�
p=ct is increasing in p while htðpÞ ¼ ct=p is decreasing
in p. This suggests that our assumption that rtðdÞ is con-
cave is more general than their condition (ii). Lastly,
their condition (iii) is relatively strong: the price sensi-
tivity decreases or increases so rapidly that the opti-
mal-price trend is mainly driven by the trend of
customer price sensitivity. Our result complements
their study of price trends from a bid-price perspective.

2.4. Numerical Study
In the numerical study, we will demonstrate the dif-
ference between the trends of bid price and selling
price, and the effects of the valuation trend, of the
demand/capacity ratio and of the demand and capac-
ity scaling, on the trends of bid price and selling price.
Following Xu and Hopp (2009), we consider the

exponential valuation distribution. Firstly, we con-
sider the setting with T = 1, C = 25, �tðpÞ ¼ Ke�p=lt ,
where Λ = 100 is the arrival rate, and lt ¼ ekt is the
mean of the valuation distribution with k 2 {�1,0,1}.
Note that when k = 0, the mean valuation is constant;
when k = �1 (or k = 1), the mean valuation falls (or
increases) exponentially over time. We treat the con-
stant valuation case as the base case. Secondly, we
change the demand/capacity ratio by varying the
arrival rate in {50,150,200} while keeping the capacity
level at 25. Thirdly, we scale the demand and capacity
by varying the arrival rate and capacity level (Λ,C) in
{(20,5), (200,50), (1000,250)} while keeping the same
demand/capacity ratio as in the base case.
In the computation, we discretize the time interval

[0,T] into L = 10,000 small intervals with an equal
length d = T/L. The time interval is indexed by

j = 1, . . ., L. Let tj ¼ ðj � 1Þ � d be the beginning of

j-th interval. We first compute the optimal selling
prices and bid prices. Then, we simulate the demand
arrival in each interval ðtj�1; tj�, j = 1, . . ., L, by a Ber-

noulli random variable with mean �ðtjÞd, and the cus-

tomer valuation upon arrival by an exponential
variable with mean lt. We record all the trajectories of
bid prices and selling prices along the simulated sam-
ple paths and then calculate their means.
Figure 1 demonstrates the average sample paths of

bid prices and optimal prices under different valua-
tion trends. Recall that with the exponential valuation
distribution, the optimal price and bid price satisfy
pðt; nÞ ¼ lt þ bðt; nÞ, where b(t,n) = DV(t,n), and
hence the optimal-price trends are driven by the valu-
ation trends and bid-price trends simultaneously.
Sub-figure (a) shows that when lt is constant, the
optimal prices and bid prices have the same trends.
As predicted, before the inventory level falls to one,
the bid price and optimal price both move upward;
since the time is close to the end of the horizon after
inventory falls to one, the bid price and optimal price
both move downward. The bid-price trend plays a
dominant role when consumer valuation distribution
is time-invariant. It is also notable that as time goes
by, the average sample path of Bðt ^ s1Þ rises from
about 0.45 to about 0.65 (an increase of about 50%),
which implies that the upward trend of the bid prices
is relatively significant. Sub-figure (b) shows that
when lt decreases rapidly, the optimal price declines,
while the bid-price trend still exhibits the up-then-
down pattern. Sub-figure (c) shows that when lt
increases rapidly, the optimal price increases rapidly
until the inventory level hits one. As in the second
case, the bid-price process exhibits an upward trend,
but then falls quickly after the inventory level hits
one. This shows that the trend of valuation distribu-
tion can be the dominant driver of the optimal-price
process when the mean valuation increases or
decreases rapidly, which is consistent with Xu and
Hopp (2009). These numerical results confirm that the
optimal-price trend is determined by the combined
effect of the trend of valuation distribution and the
up-then-down pattern of the bid-price trend.
Figure 2 demonstrates the bid-price trends and

optimal-price trends with different demand/capacity
ratios. If the capacity level is 25, a higher demand/
capacity ratio corresponds to a scenario with a rela-
tively higher demand. The three sub-figures plus the
base case show that the higher the demand/capacity
ratio the more significant the up-then-down trends
for both bid price and optimal price. Sub-figure (a)
shows that when there is ample capacity (e.g., for this
case, the average optimal price is around 1.03, the
likelihood of a purchase upon a customer’s arrival is
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0.357 and it is expected to have a leftover of 7.15
units), the bid-price and optimal-price trends can be
quite flat. In other words, they behave like martin-
gales. However, when the capacity is stringent in
which case RM is most interesting to be applied to,
see sub-figures (b) and (c), the up-then-down pattern
is more significant, with a moderate upward trend of
the bid-price process in the early selling horizon.
Figure 3 shows the effect of the demand and capac-

ity scaling on the the bid-price and optimal-price
trends. It is clear that the arrival rates and capacity
levels of the base case and of the cases in sub-figures
(b) and (c) are respectively, 5, 10, and 50 times of
those of the case in sub-figure (a). We can observe
that the higher the arrival rate and the capacity, the
flatter the optimal-price and bid-price trends, though
the downward trend at the end of the selling horizon
is still very significant. Ignoring the downward
trends after the inventory levels fall to one, the bid-
price processes and optimal-price processes behave
like martingales when the arrival rates and capacity
levels are high. Our observations are consistent with
the finding of Akan and Ata (2009). They argue that

the fluid model can be a good approximation of the
RM problems when arrival rate and capacity are both
very large, and they show that the optimal bid-price
processes are martingales in the stochastic fluid mod-
els. Note that in the fluid models there is no such
“last unit” of inventory; that may explain why there
is no such downward trend as we observe at the end
of the selling season. See Online Appendix B for
more discussions on the fact that the bid-price pro-
cess in a fluid approximation model becomes a mar-
tingale.

3. Network Revenue Management

We extend results to the network RM. Consider an
airline network that consists of I legs, indexed by
i = 1, . . ., I, and J origin–destination itineraries,
indexed by j = 1, . . ., J, and that can be treated as a
multi-product system where each product corre-
sponds to an itinerary and each resource corresponds
to a leg. The initial capacity of the resource i is Ci.

Define the vector C ¼ ðC1; . . .; CIÞ0 2 ZI
þ, where

Zþ,fx 2 Zjx� 0g. Let Q ¼ ½qij�, qij 2 f0; 1g, denote
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Figure 1 Bid Prices Vs. Optimal Prices: Effect of Valuation Trend
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the bill of resource matrix, where product j requires
qij units of capacity of resource i. Assume that Q has

no zero columns; that is, each product consists of at
least one unit from one of I resources. The j-th column
of Q, Qj, is the incidence vector for itinerary j. At any

time t 2 [0,T], let NiðtÞ be the remaining inventory

level of resource i. Let NðtÞ ¼ ðN1ðtÞ; . . .; NIðtÞÞ0. The
state of the network is denoted by a vector

n ¼ ðn1; . . .; nIÞ0 2 ZI
þ. Note that the inventory level

of a product is equal to the minimum level of the
inventories of all the resources that are built into this
product.
The demands arrive as a J-variate Poisson process

defined on a measurable space ðX;FÞ with the
intensity �u

j ðtÞ for itinerary j, j = 1, . . ., J, where u is

an admissible policy in an admissible policy set U.
Let AuðtÞ ¼ ðAu

1ðtÞ; . . .; Au
J ðtÞÞ0, where Au

j ðtÞ is the

total number of sales of product j up to time t.
Assume that, for any given u, �u

j ðtÞ is independent

of AuðtÞ. The unit revenue from a sale of product j
at time t under policy u is denoted by

puj ðt�Þ 2 ½p
j
; �pj�. Let puðtÞ ¼ ðpu1ðtÞ; . . .; puJ ðtÞÞ0. A

product is said to be out-of-stock if the inventory
level of any resource of the product is out-of-stock.
As in the single-product case, we assume that the
price and sales process of a product stops when it is
out-of-stock, and the price and accumulate sales of
this product are equal to the values right before it is
out-of-stock. The firm’s expected revenue maximiza-
tion problem is expressed as

max
u2U

E

Z T

0

puðs�Þ0dAuðsÞ
� �

;

subject to
R T
0 QdAuðsÞ � C.

Let u� be an optimal policy. Given the inventory
levels n at time t, the expected revenue over period
[t,T] under the optimal policy is

Vðt; nÞ ¼ E

Z T

t
pu

� ðs�Þ0dAðsÞjF t

� �
:

Note that V(T,n) = 0 for any n and V(t,0) = 0 for any
t, where 0 can be a vector with an appropriate
dimension and all its elements being zero.
Define DiVðt;nÞ , Vðt; nÞ � Vðt; n� eiÞ as the bid

price (shadow price) of the inventory of i-th resource
at time t, where ei is an I-dimensional unit vector with

1 as the i-th element. Let sim, infft 2 ½0;T�jmaxj KijðtÞ
¼ mg be the earliest time that the maximum inven-
tory level of all products that contain resource i falls
to mð� CiÞ, where

KijðtÞ ¼ minkfNkðtÞ : qkj ¼ 1g if qij ¼ 1;
0 if qij ¼ 0

�
:

Note that KijðtÞ is the maximum available inventory
level of product j that contains resource i. As each
product may consist of several resources, the effec-
tiveness of the inventory of a resource depends on
the inventories of all other resources that can be

combined into a product. Note that KijðtÞ [ 1
implies that NiðtÞ [ 1, but not vice versa. The term

maxj K
ijðtÞ represents the effective inventory level of

resource i at time t, that is, the maximum amount of
inventories at a product level that resource i can

contribute to. If maxj KijðtÞ ¼ 0 and NiðtÞ [ 0, then

Vðt;NðtÞÞ ¼ Vðt;NðtÞ � eiÞ, that is, DiVðt;NðtÞÞ ¼ 0.
Given the inventory process N(t), the bid-price pro-

cess of the i-th resource is defined as

BiðtÞ,DiVðt ^ si0�;Nðt ^ si0�ÞÞ:

THEOREM 3 (BID-PRICE TRENDS OF A RESOURCE.). Given
the inventory vector n at time t, for any t < s ≤ T, the
bid-price process for resource i has the following trends:

(i) if maxJj¼1 K
ijðtÞ [ 1, then BiðtÞ � E½Biðs ^ si1ÞjF t�;

(ii) if maxJj¼1 K
ijðtÞ ¼ 1, then BiðtÞ � E½BiðsÞjF t�:
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Like Theorem 1, Theorem 3 shows that the bid price
of a resource has an upward trend before the effective
inventory level of this resource falls to one and that it
then continues on a downward trend. This indicates
that the up-then-down pattern of bid-price trends is a
general property in RM problems. It is known that the
desired structural properties of value functions, such
as concavity, supermodularity, or submodularity, do
not necessarily hold for general network RM models.
From this perspective, our results shed new light on
the network RM problem.
To see the implications of the bid-price trends for

the optimal-price processes, we consider a simple set-
ting where the demand processes and the consumer
valuations for all the products are independent of

each other. Let Uj
t be the consumer valuation distribu-

tion for product j and assume that the corresponding

revenue rate function r
j
tðdÞ ¼ ðUj

tÞ�1ðdÞd is concave in

d. For any t < T and n � Qj, the optimal price pjðt; nÞ
for product j is obtained by solving the problem

max
pj2½p

j
;�pj�

�Uj
tðpjÞ½pj � ðVðt; nÞ � Vðt; n�QjÞÞ�

n o
: ð3Þ

Let ŝjm be the earliest time that the inventory level
of product j (defined as the minimum inventory
level of all its resources) falls to m. We extend the
bid price concept from a resource to a product.
The bid price of a product measures the opportu-
nity cost of selling one unit of the product, which
serves as a cost base for optimal product pricing.
Define the bid-price process for product j’s inven-
tories as

B̂jðtÞ,V t^ ŝj0�;Nðt^ ŝj0�Þ
� �

�V t^ ŝj0�;Nðt^ ŝj0�Þ�Qj
� �

:

As in Theorem 3, we can characterize the bid-price
trends for a product. The proof replicates that of The-
orem 3 and is therefore omitted.

THEOREM 4 (BID-PRICE TRENDS OF A PRODUCT). Assume
that the demand processes for different products are inde-
pendent of each other. Given the inventory vector n at
time t, the product j’s optimal bid-price process has the
following trends:

(i) if t\ ŝj1, then for any t < s ≤ T, B̂jðtÞ �
E½B̂jðs ^ ŝj1ÞjF t�;

(ii) if t � ŝ j1, then for any t < s ≤ T, B̂jðtÞ �
E½B̂jðsÞjF t�:

Define the optimal-price process of product j as

PjðtÞ, pjðt;NðtÞÞ if t\ŝj0;

pjðŝj0�;Nðŝj0�ÞÞ if t� ŝj0:

(

Then under the same assumption as in Theorem 2
for the valuation distribution of each product, we
can have the same characterization for the optimal-
price trends as that of Theorem 2. That is, when the
hazard rate for product j, denoted by h

j
t, increases in

t, the optimal-price process for product j has an
upward trend before the inventory level of the prod-
uct falls to one (i.e., t\ ŝj1); when h

j
t decreases in t,

the optimal-price process for product j has a down-
ward trend after the inventory level of the product
falls to one.

4. Concluding Remarks

Bid price is one of the fundamental driving forces for
determining the optimal decisions in dynamic pricing
and revenue management models. Our study reveals
a general pattern of bid-price processes: an optimal
bid-price process has an upward trend before the
inventory level falls to one and then has a downward
trend. The optimal-price trends are then driven by the
bid-price trends and customer valuation trends. In
the following, we briefly summarize several exten-
sions. The detailed analysis is provided in the Online
Appendix.
Heuristic bid-price trends. Gallego and van Ryzin

(1994) analyze a fixed-price heuristic based on the
deterministic fluid approximation model and show
that the heuristic policy is asymptotically optimal
when the volumes of expected sales and capacity are
sufficiently large. It is natural to ask whether the bid-
price processes under the heuristic also have the same
trends as they do under optimal policies. Employing
the same approach to the optimal bid-prices, we iden-
tify some sufficient conditions under which the bid-
price processes and optimal-price processes under the
fluid heuristics have either an upward or a down-
ward trend before the inventory level falls to one.
That is, the heuristic bid prices may move in either
the same direction as the optimal bid prices or the
opposite direction. This provides some structural
insights into the design of the heuristics: when the
heuristic bid price moves in an opposite direction to
the optimal bid price and the gap between them
becomes larger as time goes by, one may need to dou-
ble check the heuristic policy to make sure it can
indeed perform well.
Fluid approximation from a martingale perspective.

Note that both Xu and Hopp (2006) and Akan and
Ata (2009) show that the optimal bid-price processes
are martingales in stochastic fluid models (which
serve as approximations of the standard RM models),
while we show that in the standard RM models the
optimal bid-price processes may have different trends
before and after inventory levels fall to one. We pro-
vide further analysis to bridge this gap. We find that
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it may be the discreteness in the arrival process that
drives the non-martingale structure of the bid-price
processes. As pointed out by Akan and Ata (2009),
when the volume and capacity are sufficiently large,
the RM systems can be approximated by fluid models
and the bid-price processes can therefore also be
viewed approximately as martingales.
Capacity rationing. Our analysis also applies to

capacity rationing models, also called quantity-based
RM models (see, e.g., Feng and Xiao 2001), in which
customers are segmented into several distinct fare
classes with predetermined prices. As in the analysis
for the dynamic pricing models in network settings,
the analysis for the capacity rationing models can also
be readily extended to network settings.
Bid-price trends under dynamic price competition. We

also try to extend our analysis to competitive dynamic
pricing models (see, e.g., Gallego and Hu 2014). We
show that when there is only one unit of inventory left
for a firm in an oligopolistic market, in equilibrium,
the bid-price process of the firm has a downward
trend. Furthermore, for a duopoly with linear
demand functions, the equilibrium price process of
each firm also has a downward trend when both firms
have a single unit of inventory. Sweeting (2012) has
conducted an interesting empirical study of the
dynamic pricing behavior of the secondary markets
for Major League Baseball tickets where sellers are
small and most sellers offer a single unit. He finds
that the sellers cut their prices dramatically, by 40%
or more, as an event approaches. He argues that the
simple dynamic pricing models (without explicitly
addressing the customer’s strategic behavior) predict
the seller’s behavior pretty accurately. Our work pro-
vides a rigorous analysis and theoretical justification
for his empirical findings.
The above discussions show that the up-then-down

bid-price trends are indeed a general property in RM
models. Our work is a complement to that of Xu and
Hopp (2009), who characterize the optimal-price
trends and to Akan and Ata (2009) who show that the
bid-price processes in stochastic fluid models are mar-
tingales. These findings enhance our understanding
on how RM systems work. But we must acknowledge
that knowing the bid-price trends or price trends does
not directly help compute the optimal policies or
design effective heuristics.
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Appendix: Technical Proofs

PROOF OF THEOREM 1. We first prove the first asser-
tion. Note that d(t,n) denotes the optimal demand
rate when the inventory level is n at t. From the HJB
Equation (1), for any n ≥ 2 and 0 < t < T, we have
the following equations.

0 ¼ @

@t
Vðt; nÞ þ Ktdðt; nÞ½wðdðt; nÞÞ � DVðt; nÞ�; ðA1Þ

0 ¼ @

@t
Vðt; n� 1Þ þ Ktdðt; n� 1Þ½wðdðt; n� 1ÞÞ

� DVðt; n� 1Þ� � @

@t
Vðt; n� 1Þ þ Ktdðt; nÞ½wðdðt; nÞÞ

� DVðt; n� 1Þ�;
ðA2Þ

where the inequality is due to the sub-optimality of
d(t,n) when the inventory level is n � 1 at t.
Subtracting Equation (A2) from Equation (A1)

yields the following inequality.

0� @

@t
DVðt; nÞ þ Ktdðt; nÞ½DVðt; n� 1Þ � DVðt; nÞ�:

ðA3Þ
Following the derivation of the proof of Theorem

1 of Chapter VII of Br�emaud (1981) (in particular,
equation (2.16)), for the inventory process N(s) when
s\ s1, one can decompose the expected value func-
tion V(s,N(s)) at the jumps of the point process N(t)
to derive the following integral expression.

Vðs;NðsÞÞ ¼ Vð0;Nð0ÞÞ þ
Z s

0

LVðn;NðnÞÞdn

�
Z s

0

DVðn;Nðn�ÞÞðdNðnÞ
� Kndðn;NðnÞÞdnÞ;

ðA4Þ

where

LVðt; nÞ, @

@t
Vðt; nÞ þ Ktdðt; nÞ½Vðt; n� 1Þ � Vðt; nÞ�:

Note that Equation (A4) is slightly different from
the corresponding equation in Br�emaud (1981),
which is due to the fact that N(t) is an inventory
process in our model.
Then for any 0\ s1 \ s2 \ s1, we have

Vðs2;Nðs2ÞÞ � Vðs1;Nðs1ÞÞ

¼
Z s2

s1

LVðn;NðnÞÞdn�
Z s2

s1

DVðn;Nðn�ÞÞðdNðnÞ

� KðnÞdðn;NðnÞÞdnÞ:
ðA5Þ
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Similarly, we have

Vðs2;Nðs2Þ�1Þ�Vðs1;Nðs1Þ�1Þ

¼
Z s2

s1

LVðn;NðnÞ�1Þdn�
Z s2

s1

DVðn;Nðn�Þ�1ÞðdNðnÞ

�KðnÞdðn;NðnÞ�1ÞdnÞ:
ðA6Þ

Subtracting Equation (A6) from Equation (A5)
yields

DVðs2;Nðs2ÞÞ�DVðs1;Nðs1ÞÞ

¼
Z s2

s1

LVðn;NðnÞÞ�LVðn;NðnÞ� 1Þf gdn

�
Z s2

s1

DVðn;Nðn�ÞÞðdNðnÞ�KðnÞdðn;NðnÞÞdnÞ

þ
Z s2

s1

DVðn;Nðn�Þ� 1ÞðdNðnÞ�KðnÞdðn;NðnÞ� 1ÞdnÞ

� �
Z s2

s1

DVðn;Nðn�ÞÞðdNðnÞ�KðnÞdðn;NðnÞÞdnÞ

þ
Z s2

s1

DVðn;Nðn�Þ� 1ÞðdNðnÞ�KðnÞdðn;NðnÞ� 1ÞdnÞ;

ðA7Þ
where the inequality is due to inequality (A3).
Note that DV(ξ,N(ξ�)) and DV(ξ,N(ξ�)�1) are

both bounded F t-predictable processes, and N(t) is
an integral stochastic point process with F t intensity
Ktdðt;NðtÞÞ. It follows from Dynkin’s Lemma (see, e.-
g., Rogers and Williams 1987) and the optional sam-
pling theorem of martingale (see, e.g., Karatzas and
Shreve 1988) that Nðt ^ s1Þ � R t^s1

0 Kudðn;Nðn�ÞÞdn
is a martingale. In addition, it satisfies E½Nðt ^ s1Þ�
¼ E½R t^s1

0 Ktdðn;Nðn�ÞÞdn�. Then, following the argu-
ments of Br�emaud (1981) (see, in particular, equa-
tion (2.3) on page 24 and equation (2.18) on page
204), we have

E

� Z s2

s1

DVðn;Nðn�ÞÞðdNðnÞ

� KðnÞdðn;NðnÞÞdnÞjF t

�
¼ 0;

ðA8Þ

and

E

� Z s2

s1

DVðn;Nðn�Þ � 1ÞðdNðnÞ

� KðnÞdðn;NðnÞ � 1ÞdnÞjF t

�
¼ 0:

ðA9Þ

By integration on both sides of the inequality (A7)
and applying Equations of (A8) and (A9), we have

E½DVðs1;Nðs1ÞÞjF t� �E½DVðs2;Nðs2ÞÞjF t�;

which implies that E½DVðs ^ s1;Nðs ^ s1ÞÞjF t� is
increasing in s for any t < s < T. The first assertion
holds.
We next prove the second assertion. When n = 1,

the HJB Equation (1) implies that for 0 < t < T,

0 ¼ @

@t
Vðt; nÞ þ Ktdðt; nÞ½wðdðt; nÞÞ

� Vðt; nÞ� � @

@t
Vðt; nÞ � Ktdðt; nÞVðt;nÞ: ðA10Þ

Then, similar to the arguments made for the first
assertion, for any s1; s2 such that s1 � t\ s1 \ s2 \ s0,
that is, N(t) = 1, we have

Vðs2;Nðs2ÞÞ � Vðs1;Nðs1ÞÞ ¼Z s2

s1

LVðn;NðnÞÞdn

�
Z s2

s1

Vðn;Nðn�ÞÞðdNðnÞ � KðnÞdðn;NðnÞÞdnÞ

� �
Z s2

s1

Vðn;Nðn�ÞÞðdNðnÞ � Kndðn;NðnÞÞdnÞ;

ðA11Þ

where the inequality is due to the inequality (A10).
Similar to the preceding analysis for the first asser-
tion, we have

E

Z s2

s1

Vðn;Nðn�ÞÞðdNðnÞ � Kndðn;NðnÞÞdnÞjF t

� �
¼ 0:

ðA12Þ

By integration on both sides of the inequality (A11)
and applying Equation (A12), we have
E½Vðs1;Nðs1ÞÞjF t� � E½Vðs2;Nðs2ÞÞjF t�. Note that V(t,
N(t)) = 0 as t � s0. We have that E½Vðs;NðsÞÞjF t�
decreases in s 2 (t,T]. The desired result holds.

REMARK 1 (AN ALTERNATIVE PROOF USING MARTINGALE

ARGUMENTS). The bid-price trends can also be proved
using Martingale arguments similar to that of Xu and
Hopp (2009). Note that

R s^s1
0 LVðn;NðnÞÞdn is well

defined. It follows from Dynkin’s Lemma (Rogers and
Williams 1987) and optional sampling theorem of
martingale (Karatzas and Shreve 1988) that DVðs ^ s1;
Nðs ^ s1ÞÞ � R s^s1

0 LVðn; NðnÞÞ � LVðn; NðnÞ � 1Þf gdn
is an F t-martingale. Then by inequality (A3) for any
t\ s1 we know that E½DVðs ^ s1; Nðs ^ s1ÞÞjF t� is
increasing in s. The downward trend can also be proved
similarly.
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PROOF OF LEMMA 1. We first claim that HtðpÞ is
strictly increasing in p for any t. In fact, we have

H0
tðpÞ ¼ 2 þ �UtðpÞ/0

tðpÞ
/tðpÞ2

and

r00t ðdÞ ¼ � 2

/tð�U�1
t ðdÞÞ �

d/0ð�U�1
t ðdÞÞ

/3
t ð�U�1

t ðdÞÞ
¼ � 1

/tðwtðdÞÞ
2þ

�UtðwtðdÞÞ/0
tðwtðdÞÞ

/tðwtðdÞÞ2
" #

¼ � 1

/tðwtðdÞÞ
H0

tðwtðdÞÞ;

where wtð�Þ ¼ �U�1
t ð�Þ. Then, the strict concavity of

rtðdÞ implies that r00t ðdÞ\ 0 and hence HtðpÞ is strictly
increasing in p. h

PROOF OF THEOREM 2. We first show that the convex-
ity of mt implies the convexity of H�1

t . In fact, we
have

ðH�1
t Þ00ðxÞ ¼ � H00

t ðH�1
t ðxÞÞ

H0
tðH�1

t ðxÞÞ3 :

Since mtðpÞ ¼ 1=htðpÞ is convex in p, HtðpÞ is con-
cave and increasing in p, which implies that H�1

t ðxÞ
is increasing and convex in x. Clearly, utðxÞ ¼
H�1

t ðx _ BtÞ must also be increasing and convex in x.
When htðpÞ increases in t for any p, we know that

HtðpÞ increases in t for any p and so are H�1
t ðxÞ;Bt

and utðxÞ for any x. Then, for any 0 ≤ t < s ≤ T, N(t)
≥ 2, we have

E½Pðs ^ s1ÞjF t� ¼ E½usðDVðs ^ s1;Nðs ^ s1ÞÞÞjF t�
�u�1

s ðE½DVðs ^ s1;Nðs ^ s1ÞÞjF t�Þ
�u�1

s ðDVðt;NðtÞÞÞ
�u�1

t ðDVðt;NðtÞÞÞ ¼ PðtÞ:

where the first inequality is by Jensen’s inequality,
and the second is by Theorem 1 part (i) and the
third is by the monotonicity of u�1

t in t.
When htðpÞ decreases in t for any p, we know that

HtðpÞ and H�1
t ðpÞ must decrease in t for any p. For

N(t) = 1, the bid price DV(s,N(s)) = V(s,N(s)) is a
decreasing process, that is, DV(t,N(t))≥DV(s,N(s)) for
all the realizations of N(s) at s > t. Then,
PðtÞ ¼ u�1

t ðDVðt;NðtÞÞÞ � u�1
s ðDVðs;NðsÞÞÞ ¼ PðsÞ.

Thus, PðtÞ � E½PðsÞjF t�. h

PROOF OF THEOREM 3. First, if maxJj¼1 K
ijðtÞ [ 1, then

we have ni � 2 and the HJB equations:

0 ¼ @

@t
Vðt; nÞ þ

XJ

j¼1

�jðt; nÞ½pjðt; nÞ

þ Vðt; n�QjÞ � Vðt; nÞ�;

0 ¼ @

@t
Vðt; n� eiÞ þ

XJ

j¼1

�jðt; n� eiÞ½pjðt; n� eiÞ

þ Vðt; n� ei �QjÞ � Vðt;n� eiÞ�

� @

@t
Vðt; n� eiÞ þ

XJ

j¼1

�jðt; nÞ½pjðt; nÞ

þ Vðt; n� ei �QjÞ � Vðt;n� eiÞ�;

where pjðt; nÞ is the optimal pricing decision at (t,n)
and �jðt; nÞ is the corresponding demand rate, and
in particular, when ni ¼ 0, for j such that qij ¼ 1,
�jðt; nÞ ¼ 0.
A subtraction yields

0� @

@t
DiVðt; nÞþ

XJ

j¼1

�jðt; nÞ½DiVðt; n�QjÞ

� DiVðt; nÞ�:
ðA13Þ

For convenience, define the operator Li such that

LiVðt; nÞ ¼ @

@t
DiVðt; nÞþ

XJ

j¼1

�jðt; nÞ½Vðt; n�QjÞ

� Vðt; nÞ�:

Note that NðtÞ ¼ ðN1ðtÞ; N2ðtÞ; . . .; NIðtÞÞ0 is an I-
dimensional stochastic process with F t intensityPJ

j¼1 �jðt;NðtÞÞQj. Clearly,
R s^si1
0 LiVðn;NðnÞÞdn is

well defined. Analogous to Remark 1, it follows from
Dynkin’s Lemma (Rogers and Williams 1987) and
optional sampling theorem of martingale (Karatzas

and Shreve 1988) that DiVðs^si1;Nðs^si1ÞÞ�
R s^si1
0

PJ
j¼1

�jðn;NðnÞÞ½LiVðn;NðnÞÞ�LiVðn;NðnÞ�QjÞ�dn is an F t-

martingale. Then, inequality euqation (16) implies

that BiðsÞ¼DiVðs^si1;Nðs^si1ÞÞ is a submartingale.
Second, if maxJj¼1 K

ijðtÞ ¼ 1, then the inventory
levels of products involving resource i are at most
one. It is clear that for any t � si1, the bid price BiðtÞ
declines over time and the desired result holds. h
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