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Abstract. This paper analyzes asynchronous repeated games with private and rich moni-

toring. We assume that strategies have �nite past, i.e., in each period, continuation strategies

must be measurable with respect to �nite partitions of past histories. This class includes

�nite automata and bounded recall strategies. Additionally, we assume that the monitoring

has an in�nite number of signals. We show that any equilibrium with �nite past and generic

in�nite monitoring has to satisfy a version of the belief-free property: in each period t; the

set of best responses does not depend on the information received before period t; with

a possible exception of the information received in the �rst periods of the game. Under

an additional payo¤ smoothness assumption, the equilibrium strategy are essentially past-

independent: each period�s action depends only on the information received immediately

prior to the choice of the action.

1. Introduction

We study asynchronous repeated games with private monitoring. There are two players
who take actions in alternating periods. Before taking an action, one of the players privately
observes a signal that conveys information about current payo¤s, as well as the signals of the
opponent in the previous and subsequent periods. We focus on strategies that have �nite
past : the continuation strategies in each period depend only on �nite partitions of histories
that occurred before that period. Second, we assume that the monitoring is private and
that it has an in�nite number signals. The assumptions captures some features of real-world
interactions. On the one hand, it is unlikely that players are able to process in�nite amounts
of information in order to implement their strategies. On the other hand, players must be
aware of the fact that there is always a possibility of receiving a signal that carries a slightly
di¤erent information than any other signal. Even if the di¤erences are small and have a small
probability of occuring, in the private monitoring case, players cannot be stopped from using
such signals in tuning up their best responses. (If the strategies depend on a �nite number
public signals, the best responses are public and depend on exactly the same set of signals.)
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The �nite past assumption bites only because rich monitoring has an in�nite number of
signals.
We distinguish two properties of in�nite private monitorings. The monitoring is rich, if

the set of all plausible beliefs that may occur in the game is an open and connected subset
of the space of belief-payo¤ tuples. As a special case, the monitoring is extremely rich if
any feasible (i.e., consistent with the players�strategies) belief is induced by some signal. In
particular, extremely rich monitoring does not impose any restriction on beliefs except for
the fact that they need to be consistent with the players�strategies. It turns out that rich
and extremely rich monitorings are generic among all private monitorings with an in�nite
number of signals (Theorem 1).
The main result, Theorem 2, says that any �nite past equilibrium in a game with a rich

monitoring has to satisfy a version of the belief-free property (Piccone (2002), Ely and Vali-
maki (2002)): in each period t; the set of best responses does not depend on the information
received before period t; with the possible exception of the information received in the second
period of the game. Under the additional payo¤ smoothness assumption, the main result has
a simple corollary: the equilibrium strategies are essentially past-independent: each period�s
action depends only on the current information.
The argument relies on the double nature of signals in asynchronous games. We show

that if the set of best responses in period t non-trivially depends on information from period
s < t; then it must also depend on information in the periods immediately before and/or
after period s: At the same time, we show that best responses may locally depend only
on the information from one period. The result follows from a con�ict between the two
observations.
The results provide theoretical foundations for two classes of equilibria of asynchronous

games. In the belief-free equilibria, the optimality of players�behavior is robust to misspec-
i�cation of information, lack of common prior, or non-Bayesian preferences over uncertainty
(Bergemann and Morris (2007), Horner and Lovo (2009)). In the repeated games with pri-
vate monitoring, it is relatively easy to analyze the equilibrium properties of strategies if they
are belief-free. Sometimes, but not always, the payo¤s in belief-free equilibria exhaust the
full range of the folk theorem payo¤s Ely, Hörner, and Olszewski (2005). Past-independent
strategies are motivated by complexity costs (see Bhaskar and Vega-Redondo (2002) and
references therein). Due to their simplicity, they turn out to be particularly helpful in the
applied and computational analysis (for example, Ericson and Pakes (1995)).
Although this paper is concerned with the properties of equilibrium strategies rather than

payo¤s, it is not di¢ cult to construct examples in which the belief-free characterization of
�nite past payo¤s reduces the range of possible equilibrium payo¤s. This contrasts with
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Yoon (2001) who shows the folk theorem for asynchronously repeated games with perfect
monitoring. In addition, two recent papers (Horner and Olszewski (2009) and Mailath and
Olszewski (2008)) show folk theorems in simultaneous repeated games with almost perfect
monitoring and bounded memory (see also (Mailath and Morris (2002) and Mailath and
Morris (2006))). We believe that the main di¤erence between the asynchronous and the
simultaneous models does not lie in the protocol of moves, but rather in the nature of
monitoring. We discuss a modi�cation of the standard simultaneous-move model that could
lead to the belief-free property along the same lines as the current result.
A recent paper (Bhaskar, Mailath, and Morris (2009)) has considered games with perfect

information (a class that includes the asynchronous games). It is shown that all equilibria
that have bounded recall and that can be puri�ed are essentially past-independent. Be-
cause our payo¤-smoothness assumption is closely related to puri�cation, the main result of
Bhaskar, Mailath, and Morris (2009) is closely related to our corollary. On the one hand,
the bounded recall assumption is a considerably stronger than �nite past, especially in the
context of asynchronous repeated games. On the other, their result is formulated for games
with perfect monitoring, and, as we explain in Section 6.2, their notion of repeated game
puri�cation is weaker than the one that is needed to interpret our results.
In a companion paper (Peski (2009)), we show that any �nite past equilibrium of the

simultaneous move repeated game in �nite past strategies is essentially a series of stage-game
equilibria. For that result, we need the payo¤ smoothness assumption, but the monitoring
has to satisfy weaker assumptions than richness (the set of beliefs has to be connected, but
not necessarily open).
The next section presents the model. Section 3 de�nes rich and extremely rich monitoring.

Section 5 contains the main results. Section 6 discusses related issues: the existence and
denseness of rich monitoring, the relation of the current result to the literature on games with
lexicographic costs of memory, and the possibility of extending the results to simultaneous
move games.

2. Repeated game

There are 2 players i = 1; 2. For each player i; let Ti = f2k + i : k = 0; :::g and, for each t;
Ti (t) = fs 2 Ti : s < tg : The timeline of the game is illustrated on Figure 2: In each period
t 2 Ti, player i

� privately observes a signal !t 2 
i drawn from a distribution �i (!t�1; at�1) 2 �
i
that depends on the previous period�s action and the signal of the opponent. We
assume that 
i is equipped with a sigma-algebra of measurable sets. In order to �x
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the initial conditions, we assume that signal !1 of player 1 is drawn from distribution
�1 2 �
1;

� privately observes "t and 
t, independently drawn from the Lebesgue measure � 2
� [0; 1]. We will interpret "t as an idiosyncratic shock to the payo¤s and 
t as a
private randomization device,

� chooses action at from a �nite set Ai,
� receives payo¤ gi (!t; "t; at), where sup!;";a jgi (!; "; a)j < 1: We assume that the
payo¤ depends on signal !t, idiosyncratic shock "t, and action at. Because signal !t
is a¤ected by the opponent�s action from the previous period, the current payo¤ is
indirectly a¤ected by the opponent�s behavior.

For each t 2 Ti; let Ht =
�

i � [0; 1]2 � Ai

�Ti(t) � 
i � [0; 1]2 be the history observed
by player i before taking period t action: A typical element of Ht is denoted as ht =
(:::!t�2; "t�2; 
t�2; at�2; !t; "t; 
t) : Let Hi;1 be the set of in�nite histories.
Players discount the future with equal discount factors � < 1.1The repeated game payo¤s

of player i given in�nite private history hi;1 = (!t; at; t 2 Ti) are equal to

Gi (hi;1) = (1� �)
X
t2Ti

�tgi (!t; "t; at) :

1The results won�t change if the discount factors di¤er across periods and players.
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A pure strategy of player i is a mapping �i :
S
t2Ti Ht ! Ai with the interpretation that

period t 2 Ti action of player i is equal to �it (ht). Let �i be the set of pure strategies of
player i: In the subsequent analysis we assume without loss of generality that the repeated
game strategies are always pure.
The two random shocks "t and 
t play two di¤erent roles. The payo¤ shock "t is used in

Corollaries 1 and 2 to purify the repeated game strategies in the way similar to Bhaskar,
Mailath, and Morris (2008) and Bhaskar, Mailath, and Morris (2009). The payo¤ shock
plays no role in the proof of main result, Theorem 2. Because Corollaries 1 and 2 rely on
Theorem 2, we need to state the result in the general model in which the payo¤ shocks are
present.
Although the private randomization device 
t does not a¤ect payo¤s, it can be used to

for the randmoization of pure strategies. Due the presence of 
t; the restriction to private
strategies is without the loss of generality.
Together with the initial distribution �1, the strategy pro�le � = (�1; �2) induces a distri-

bution over joint histories ��;�1 2 �(�iHi;1). The expected payo¤ of player i given strategy
pro�le � = (�1; �2) is equal to Gi (�;�1) = ��;�1 [Gi (hi;1)] : A strategy pro�le � = (�1; �2)
is an equilibrium, if for each player i; for each strategy �0i, Gi (�;�1) � Gi (�

0
i; ��i;�1).

A continuation strategy in period t is a pair of action and a strategy (a; s) 2 ��i = Ai��i:
For example, for each strategy �i of player i; for each t 2 Ti, private history ht; ��i (ht) :=
(�it (ht) ; �

i (ht; �
i
t (ht))) 2 ��i is a continuation strategy after history ht: For each history ht;

let ��;�1ht
= margHt�1�A�i �

�;�1 (:jht) 2 �(Ht�1 � A�i), where ��;�1 (:jht) is (a version of) the
conditional distribution ��;�1 given ht: Denote the expected conditional continuation payo¤
of player i from continuation strategy (a; s) 2 ��i ; given history ht as

Gi (at; sjht; �) = (1� �) g (!t; "t; at) + ���;�1ht

�
Gi
�
s; ��i (ht�1; at�1) ; ��i (!t; at)

��
:

Here, ��;�1ht
[:] is an expectation over histories and actions taken with respect to probability

measure ��;�1ht
: Continuation strategy b 2 ��i is the best response after history ht if, for each

(a0; s0) 2 ��i ; Gi (a; s; ��ijht) � Gi (a
0; s0; ��ijht) : If pro�le (�1; �2) is an equilibrium, then

for ��;�1-almost all histories ht, ��i (ht) is the best response after ht:

3. Monitoring

For each probability space (X;�), let L2 (X;�) be the set of all measurable, �-square
integrable functions with L2-norm k:k2 : Then, for each f; g 2 L2 (X;�) ; f; g; and fg are �-
integrable. Let L� (X;�) � L2 (X;�) consist of all functions f such that � [f ] :=

Z
X

fd� = 1

and that f � 0; �-almost surely. Space L� (X;�) inherits its topology from L2 (X;�).
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We are going to assume that all monitoring technologies are absolutely continuous with
respect to some �xed non-atomic probability measure on the signal space. For each player
i; suppose that (
i; �i) is a non-atomic probability space. Let �Ai 2 �Ai be the uniform
distribution on player i�s action set: Let � be the Lesbegue measure on the interval [0; 1] :
For each i; let �i � L�

�

i � 
�i � A�i; �i � ��i � �A�i

�
be the space of functions �i such

that �i [� (:j!�i; a�i)] = 1, ��i � �A�i-almost surely.
A monitoring is a pair � = (�1; �2) of measurable functions �i 2 �i for each player i:

Abusing notation, we refer to �i (!�i; a�i) as a probability distribution over the space of
player i�s signals, 
i with �i-density �i (:j!�i; a�i). Let � = �1 � �2 be the space of the
monitorings. We assume that �i has the inherited norm topology and � has the product
topology. Then, � is a Polish, and hence a Baire space.
Monitoring � has full support if for each player i; �i > 0; almost surely. Take any moni-

toring � with full support. Each signal !i conveys three types of information:

� the likelihood of past signals and actions: Let P �i = (L� (
�i; ��i))
A�i and de�ne

mapping ��p : 
i ! P �i as

��p (!i) (!�i; a�i) =
�i (!ij!�i; a�i)�

��i � �A�i
�
[�i (!ij:; :)]

:

Then, ��p (!i) is well-de�ned for �i-almost all signals !i: Given the strategies of the op-
ponents, prior beliefs held before period t; and signal !i, the likelihood ��p (!i) (!�i; a�i)
determines the ex post beliefs in period t about actions and signals of the opponents.

� information about current payo¤s: De�ne �g (!i) = gi (!i; :) 2 L� (Ai � [0; 1] ; �Ai � �),
and let G�i = ��g (
i) : We assume that G

�
i is �nite.

2

� the density function of future signals: Let F �i = L� (
�i; ��i) and de�ne mapping
��f : 
i ! (F �i )

Ai :

��f (!i) (!�i; ai) = ��i (!�ij!i; ai) :

Space 
�i = P �i �G�i � (F �i )
Ai is assumed to have the product topology. De�ne

�� (!i) :=
�
��p (!i) ; �g (!i) ; �

�
f (!i)

�
2 
�i :

We say that monitoring � is extremely rich, if for each player i; the inverse image of any
open set W � 
�i has positive probability, �i (!i : �� (!i) 2 W ) > 0:
Recall that a subset of a topological space is non-meagre if it contains a countable inter-

section of open and dense sets. Non-meagre subsets of Baire spaces are dense, and they are
often used as a measure of genericity in in�nitely dimensional spaces.

2All results hold if G�i is a �nite union of open subsets of a¢ ne subspaces of L (Ai � [0; 1] ; �Ai � �) :Minor
proof modi�cations are required.
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Theorem 1. The set of extremely rich monitorings is a non-meagre subset of �:

The proof can be found in Appendix C.
The main result, Theorem 2, requires a slightly weaker property, which we state next. Say

that full support monitoring � is rich, if for each player i; there exists an open set W �
i � 
�i

such that two conditions are satis�ed:

� open support: �� (
i) � W �
i and for each open W � W �

i , �i (!i : �
� (!i) 2 W ) > 0;

� connectedness: set f(p; f (ai)) : (p; f) 2 W �
i ; ai 2 Aig � P �i �F �i is connected (i.e., it

is not a union of two disjoint open sets).

Of course, if � is extremely rich, then W �
i = 
�i , open support and connectedness are

trivially satis�ed, and � is rich.

4. Finite past

A player i�s strategy �i has �nite past, if in each period t; in each period t; there exists a
�nite partition �t of t-period histories Ht such that the t-period continuation strategy ��i (ht)
is measurable with respect to �t: Equivalently, strategy �i has a �nite past if in each period
t; there are �nitely many di¤erent continuation strategies, jf�� (ht) : ht 2 Htgj <1:

Finite past generalizes an assumption that is often used in the repeated game literature.
Say that a strategy �i is implementable by a �nite automaton, if there exists a �nite set of
continuation strategies �0i � ��i such that �� (ht) 2 �0i for each t 2 Ti and each ht. Clearly,
a �nite automaton has �nite past, but not all �nite past strategies can be implemented by
�nite automata.
Notice that �nite past bites only because we assume that the space of signals is in�nite.

With �nitely many signals, there are �nitely many histories in each period, and, trivially,
�nitely many continuation strategies.
The assumption has a number of interpretations. First, �nite past captures a notion

of complexity of repeated game strategies: Complex strategies depend on in�nitely many
details of past histories, whereas simple strategies depend only on �nite representation of
the past.
Second, one can think about the �nite past as an assumption about memory. In general,

the implementation of a strategy may require players to remember an in�nite amount of
information (precisely, which of the in�nitely many feasible histories took place.) If the latter
is impossible, players are forced to use �nite past strategies: they must replace in�nitely many
signals observed in any given period by a �nite partition of the signal space.
Finally, we describe an important consequence of a �nite past assumption. Take amny

�nite past strategy �i: Then, its its continuation stratregies in period t 2 Ti must be measur-
able with respect to the �product partition�of observations coming from di¤erent periods: for
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each period s 2 Ti,s � t, there are �nite partitions 	s of signal-action tuples Ai�
i� [0; 1]2

with the following property: ��i (h0t) = ��i (h00t ) for any two histories h
0
t and h

00
t such that for

each s;
�
a0s�2; !

0
s; "

0
s; 


0
s

�
and

�
a00s�2; !

00
s ; "

00
s ; 


00
s

�
belong to the same element of partition 	s.

Indeed, the argument comes from an induction on t: Suppose that continuation strategy in
period t�2 2 Ti is measurable with respect to the product of �nite partitions	s for s 2 Ti (t) :
Let  = ( s) 2 �s2Ti(t)	s be an element of such a partition. Let �t = (at�2; !t; "t; 
t) be
the information received before period t: Because of the measurability restriction on the
continuation strategies in period 2; �� (ht�2; �t) = ��

�
h0t�2; �t

�
for any two histories ht�2; h0t�2:

Because of �nite past, there are �nitely many continuation strategies following histories
ht�2 2 �; jf�� (ht�2; �t) : ht�2 2 �gj < 1: In particular, there exists a �nite partition 	t ( )
of signal-action tuples Ai�
i�[0; 1]2 with the following property: ��i

�
h0t�2; �

0
t

�
= ��i

�
h00t�2; �

00
t

�
for any two histories h0t; h

00
t 2  and observations �0t and �

00
t belong to the same elemnt of

partition of 	t ( ) : Finally, take 	t to be the �nite partition generated by the union of �nite
partitions 	t ( ) for all  2 �s2Ti(t)	s:
In Appendix A, we show that there always exist equilibria with �nite past.

5. Main result

The main result of this paper characterizes �nite past equilibria when the monitoring is
rich.

Theorem 2. Suppose that the monitoring is rich. If � is an equilibrium pro�le with �nite
past, then for each player i and each t 2 Ti, if continuation strategy b 2 ��i is player
i�s best response after history ht, then it is a best response after each history h0t such that
!t = !0t; "t = "0t; !2 = !02, and a2 = a02 (the last two equalities apply only when i = 2).

Theorem 2 shows that �nite past equilibria under rich monitoring have to satisfy a version
of the belief-free property: period t best responses to the opponent�s strategies do not depend
on information received in periods s 6= 2; t: In particular, the equilibrium behavior of a player
who misstated or lost information from period s 6= 2; t would be a best response to the original
information. The result does not depend on the discount factor, payo¤s, nor on the speci�c
form of the monitoring, as long as it is rich.
We explain the intuition behind Theorem 2. Suppose that strategy �i has �nite past. As

we explain above, the continuation strategies in period t are emasurable with respect to the
product of �nite partitions of information coming from all periods s 2 Ti; s � t: Figure 5
presents an example of such a partition. The horizontal axis contains information coming
from period s and the vertical axis contains information from all periods but s:We focus on
two continuation strategies in period t; ��A and ��B: Let A be the set of histories followed by
continuation strategy ��A; and let B be the set of histories followed by strategy ��B 6= ��A. In



ASYNCHRONOUS REPEATED GAMES WITH RICH PRIVATE MONITORING AND FINITE PAST 9

particular, for histories that belong to sets A and B; the choice between strategies ��A and
��B depends on action as�2 and the information received at the beginning of period s:
Suppose that strategies ��A and ��B are continuation best responses after histories in sets,

respectively, A and B. Additionally, suppose that the best responses in period t > s depend
non-trivially on the information in period s, and, in particular, player i strictly prefers ��A to
��B after some histor in set A:We argue below that because of rich monitoring, if sets A and
B are not too small, then strategy ��A must be strictly preferred to ��B after all histories in A
and, similarly, ��B must be strictly preferred to ��A on B with the exception of the histories
on the shared boundary between A and B. In particular, locally around history ht in Figure
??, the preference between ��A and ��B depends only on the signal observed in period s; but
not on any other signals.
We show that the situation illustrated on Figure ?? cannot happen when the monitoring

is rich. Notice that s-period signal !s a¤ects the best responses in period t > s to the extent
that it provides information about the action and signal of the opponent in period s � 1
(through updating distribution �i (!sj:)) and/or about the signal in period s + 1 (through
distribution ��i (:j!s; as)). However, by the same observation, some information about the
signal in period s�1 is contained in signal !s�2; similarly, some information about the signal
and action in period s + 1 is contained in signal !s+2: Because of the richness assumption,
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each minor variation in the signal !s can be replicated by an appropriate variation of signals
!s�2 and !s+2: Thus, if the best responses depend on s-period signal !s; they must depend
on signals from other periods. This leads to a contradiction with the �nite past property.
The argument also explains the exceptional role of player 2: the period 2 signal provides
information about player 1�s signal !1 and action a1 and this information is not replicated
by any other signal of player 2:
We describe some di¢ culties that must be dealt with in order to formalize the above

argument. In order to formally discuss minor variations of signals, we de�ne a topology on
the signal space 
i as the coarsest topology that makes mapping �� continuous. Then, the
belief mapping that associates private histories with beliefs about the opponent�s histories
is continuous. Additionally to the notion of closeness, the choice of the topology equips the
space of signals with a¢ ne structure. In particular, the belief mapping and the payo¤ from
a continuation strategy is multilinear in the past ��p (!s) and future �

�
f (!s) parts of signal

!s: The choice of the topology is helpful in the following steps:
First, we show that the �nite partitions �s can be chosen in such a way that each ele-

ment U 2 �s of the partition is either almost open (any open set V that has a non-empty
intersection with U has a positive measure), or it is almost nowhere-dense (the measure of
the intersection of any open V is equal to 0). Because the "variational" technique requires
su¢ cient room, we use it only when A and B are products of almost open sets (the almost
nowhere-dense sets are dealt with using a continuity argument). Almost open elements exist
due to the richness of the monitoring (speci�cally, due to the openness of the support W �

i ).
Second, we can �nd almost open sets A and B whose boundaries have a non-empty

intersection because of the connectedness of the rich monitoring.
Third, take A from the product partition that is a product of almost open sets and assume

w.l.o.g. that period t payo¤ function ��g (!t) for all histories ht 2 A is equal to g� for some
g� 2 G�i (we can always choose the �nite partitions in period t so that such a g

�
i exists).

We use multilinearity and openness to show that if a continuation strategy ��B is the best
response after some history ht 2 A, then ��B is the best response after all histories ht 2 A;
if ��B is not the best response after some history in A; it is not the best response after all
histories in A:
Finally, notice that there is asymmetry between the amount of information about signal

!s that is contained in signals !s�2 and !s+2: The latter not only fully replicates the in-
formation about signal !s+1 that is contained in the "future" part of signal !s; but !s+2
additionally contains information about action as+1: On the other hand, because signal !s�2
does not provide any information about action as�1; it cannot fully replicate the informa-
tion contained in the "past" part of signal !s: Thus, the "variational" technique cannot be
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applied if the boundary between sets A and B at history ht (Figure ??) depends only on the
belief about action as�1: However, because the distribution over period s-signal depends on
signal !s�1 and action as�1 at the same time and the distribution over signals is non-atomic
(and no signal !s�1 has positive probability), we can always �nd a signal !0s such that the
interpretation of information about action as�1 depends on the (non-atomic) beliefs about
signal !s�1: If sets A and B are equal to products of almost open sets, we can �nd history
h0t with such signal !

0
s that is close to ht and that lies on the boundary between A and B:

The "variational" technique can be applied to signal !s�1:

6. Extensions

6.1. Payo¤-smoothness. Theorem 2 implies that in the �nite past equilibrium, two di¤er-
ent actions may be played after period t histories that di¤er only by information obtained
in periods s < t; s 6= 2 only if the player is indi¤erent with respect to the two actions after
each of the two histories. A stronger result can be obtained under the following assumption.

Assumption 1. For each player i; each g 2 G�i , each signal !, any two actions a; a
0 of

player i;

� fgi (!; "; a)� gi (!; "; a
0) = cg = 0 for each c 2 R:

Note that player i is indi¤erent between actions a and a0 after history ht; if and only if
the di¤erence between instantaneous payo¤s from the two actions is equal to certain history
dependent constant c: Assumption 1 ensures that the probability of such an event is equal to
0. Thus, the Assumption guarantees that in each period, player i has a strict best response
for almost all realizations of private shock ": This observation leads to a straightforward
corollary to the main result. Say that player i�s strategy �i is essentially past-independent,
if for all periods t 2 Ti; �-almost all realizations " 2 [0; 1], ��;�

1
-almost all histories ht and

h0t such that !t = !0t and "t = "0t = ";

��i (ht) = ��
i (h0t) :

Corollary 1. Suppose that the monitoring is rich and that Assumption 1 holds. If � is
an equilibrium pro�le with �nite past, then for each player i; strategy �i is essentially past-
independent.

Proof. In case of player i = 1; the claim follows from Theorem 2 and the above remark. In
case of player i = 2; the claim follows from Theorem 2, the above remark, the result about
player �i = 1; and the fact that if the behavior of player 1 does not depend on information
in periods 1 and 3; then player 2�s best responses do not depend on information in period
2: �
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Because any past-independent strategy has �nite past, the Corollary provides a complete
characterization of �nite past equilibria.

6.2. Puri�cation. Bhaskar, Mailath, and Morris (2008) and Bhaskar, Mailath, and Morris
(2009) discuss the idea of Harsanyi�s puri�cation in the context of perfect dynamic games
with perfect recall (a wider class than asynchronously repeated games) and a �nite number
of states. An equilibrium pro�le � can be puri�ed if there exists a sequence of games with
smooth payo¤ shocks and a sequence of equilibria of these games such that the games and
the equilibria converge to the original game and equilibrium �: Bhaskar, Mailath, and Morris
(2009) show that every equilibrium that can be puri�ed by strategies with bounded recall
must be Markovian.
We compare their result to ours. Our notion of puri�cation is analogous to the one used

in Bhaskar, Mailath, and Morris (2009). Say that a sequence of games gn converges to game
g; if

lim
n!1

sup
i;!;";a

jgni (!; "; a)� gi (!; "; a)j = 0:

For each history , let hIt = (:::; !t�2; at�2,!t) denote the part of history ht that consists only
of own actions and informative signals (i.e., without idiosyncratic shocks and the outcomes
of private randomization). For each strategy �; and each history ht, let �I

�
hIt
�
denote the

distribution over period actions induced by the (random) sequences of past shocks and
randomization outcomes. Say that a sequence of strategies �n converges to strategy �; if

lim
n!1

sup
i;hIt

����I;ni �
hIt
�
� �Ii

�
hIt
���� = 0:

In other words, strategies converge, if they induce the same distributions over actions.
Say that equilibrium strategy pro�le � in game g is �nite past puri�able if there exists

a sequence of games that satisfy Assumption 1 and a sequence of �nite past equilibria �n

of such games, such that games gn converge to g and �n converges to �: Corollary 1 leads
immediately to the following result.

Corollary 2. Any equilibrium that is �nite past puri�able is essentially past-independent.

Notice that �nite memory assumption is signi�cantly weaker than bounded recall.

6.3. Lexicographic cost of memory. Following Abreu and Rubinstein (1988) and Ru-
binstein (1986), we can consider players with lexicographic preferences over cost of memory.
Two histories, ht�2 and h0t�2, are t-equivalent with respect to strategy �

i if, for all histories
ht = (ht�2; at�2; !t; "t) and h0t =

�
h0t�2; at�2; !t; "t

�
, the continuation strategies are the same,

��i (ht) = ��
i (h0t) : Let Ct (�

i) be the number of classes of t-equivalent histories. Then, Ct (�i)
is a measure of the amount of information that needs to be carried over from period t � 2
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in order to implement t-period continuation of strategy �i: Strategy �i (memory) dominates
strategy �0i; if Ct (�i) � Ct (�

0i) for each t with at least one inequality strict. Strategy �i is
undominated, if it is not memory dominated by any other strategy.

Corollary 3. Suppose that the monitoring is rich. If � = (�1; �2) is an equilibrium pro�le
with �nite past and such that each player�s strategy is undominated, for each player i; strategy
�i is essentially past-independent.

Proof. In case of player i = 1, the result follows directly from the de�nitions and Theorem
2. In case of player i = 2; the result follows from the de�nitions, Theorem 2, the result
for player 1; and the fact that if the behavior of player 1 does not depend on information
in periods 1 and 3; then player 2�s best responses do not depend on information in period
2: �

Under di¤erent assumptions, Corollaries 1 and 3 provide foundations for past-independent
equilibria. Corollary 3 is very similar to a result in Bhaskar and Vega-Redondo (2002)
about the asynchronous games with perfect monitoring. Bhaskar and Vega-Redondo (2002)
assumes that the players have bounded recall and lexicographic preference over the size of
the recall. The assumption of �nite past is signi�cantly weaker than the bounded recall. In
fact, because Bhaskar and Vega-Redondo (2002) have perfect monitoring (with �nitely many
signals corresponding to �nitely many actions), �nite past does not bite in that framework.

6.4. Belief-free equilibria in simultaneous move games. The main result of this paper
relies on the fact that in the asynchronous repeated games, each signal provides information
simultaneously about the past and future signals of the opponent. This property is not
present by the standard model of simultaneous repeated games with private monitoring.
However, it is present in a simple modi�cation of the standard model.
Consider a simultaneous repeated game. In each period, players choose actions ai 2 Ai:

Given the action pro�le in period t, a pair of signals
�
!i;t; !

0
i;t

�
for each player is drawn from

the joint distribution � (a1; a2) 2 �(�i=1;2 (
i � 
0i)) ; where 
0i is a disjoint copy of 
i: In
each period, after choosing the actions, player i observes signal !i;t and signal !0i;t�1: Thus,
in each period, each player observes a signal about actions and signals in period t; and the
actions and signals in period t� 1:
Although the above setup is not standard, it is not unrealistic. The arrival of information

may be distributed across time, some parts of information may arrive immediately, and the
rest may be delayed.
We conjecture that under an appropriate richness assumption, the fact that the best

responses in �nite past equilibria depend only on the most recent information extends to
simultaneous games.
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Appendix A. Existence of finite past equilibria

In this Appendix, we argue that �nite past equilibria exist. Player i�s strategy �i is
stationary, if there exists a measurable function �i : 
i � [0; 1] ! �Ai such that for each
history ht�2, actions at�2; at; signal !t, and idiosyncratic shock "t:

�
�

 : �i (ht�2; at�2; !t; "t; 
) = a

	
= �i (atj!t; "t) :

Of course, any stationary equilibrium has �nite past.

Theorem 3. There exists a stationary equilibrium.

In the interest of space, and because the techniques are not novel, we present a sketch of
the main steps rather than a complete argument.

(1) De�ne the topology on the space of continuation strategies. Let ��i be the set of
continuation strategies of player i: Let �it = (�

i � �� �� �iA)
Ti(t) � (�i � �� �) 2

�Ht be the independent product of measures. Assume that the topology on ��i is
generated by the norm k:k�i : for each of two strategies (a; s) ; (a0; s0) 2 �i, let

k(a; s)� (a0; s0)k�i = 1 fa = a0g+
X
t2Ti

�t
Z
Ht

X
ai
1 fs (ht) 6= s0 (ht)g d�it (ht) :

Then, ��
i is compact.

(2) Using the fact that payo¤s are discounted, and the monitoring is absolutely continu-
ous with respect to measures �i, one shows that the continuation payo¤s Gi (bjht; �)
are continuous in the continuation strategies. Hence, because ��i is compact, the set
of continuation best responses following history ht is a compact subset of ��i .

(3) If the opponent�s strategy is stationary, we can show that continuation best response
payo¤s (i.e., maxb2��i Gi (bjht; �)) depend only on the most recent signals (!t; "t) : As
a consequence, one shows that for each stationary strategy, there exists a compact
set of stationary best responses.

(4) There is an alternative way of de�ning the stationary strategies. Let �i be the space
of measurable functions �i : 
i � [0; 1] ! �Ai: Assume that the topology on �i is
generated by the norm: for each �; �0 2 �i, let

k� � �0k�i =
Z

i�[0;1]

X
ai
j� (aj!; ")� �0 (aj!; ")j d�i (!) d� (") :

Then, �i is a compact and convex subset of a Polish space. Each element of�i induces
a class of equivalent stationary strategies, where two strategies are equivalent if they
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induce the same distribution over outcomes given any strategy of the opponent.
Using a similar argument as in point 4, one shows that the set of stationary best
responses is convex.

(5) The existence of stationary equilibria follows from an application of the Kakutani
Fixed Point Theorem.

Appendix B. Proof of Theorem 2

This part of the Appendix is devoted to the proof of Theorem 2. We assume throughout
that (�1; �2) is an equilibrium pro�le of �nite past strategies, monitoring � is rich, and that
for each player i; W �

i is the set from the de�nition of the rich monitoring.

B.1. Preliminaries. We start with a series of technical results.

B.1.1. Topological measurable spaces. Suppose that (X;X ; �) is a topological measurable
space, i.e., a topological space with Borel �-�eld X .
For each measurable V � X, let �-closure of V; cl� V , as the smallest closed set such that

� ((Xn cl� V ) \ V ) = 0: In other words, cl� V is the support of measure � restricted to set
V:

A measurable set is (�-)almost open, if V � int cl� V; or, in other words, for each open
V 0, if V 0 \ V 6= ?, then � (V \ V 0) > 0: If V is almost open, then clV = cl� V (note that
the left-hand side denotes the topological closure of V; and the right-hand side corresponds
to the �-closure.) A measurable set V � X is (�-)almost nowhere-dense, if int cl� V = ?:
A (�nite) partition of A is a �nite collection � = fV1; :::; Vng of measurable disjoint sets

Vm � 
̂i such that (�i � �)
�[

m
Vm

�
= 1: A re�nement of partition � is a �nite partition

�0 such that for each V 0 2 �0, there is V 2 � so that V 0 � V: Partition � is regular if for
each V 2 �, either V is almost open or V is almost nowhere-dense. It follows from Lemma
1 that each partition has a regular re�nement.

Lemma 1. Any measurable subset V � X is a disjoint union of almost open and almost
nowhere-dense sets.

Proof. For each measurable V � X, let V0 = V \ int cl� V and V1 = V n int cl� V: Then, V0 is
almost open and V1 is almost nowhere-dense. �

Lemma 2. Suppose that measure � has full support, i.e., cl�X = X: For any �nite sequence
V1; :::; Vm of almost nowhere-dense sets, cl� (Xn

S
m Vm) = X.

Proof. On the contrary, suppose that there is open V � X such that � (V n
S
m Vm) = 0: Let

V 0
m = cl� Vm: Then, V

0
m is nowhere-dense, � (VmnV 0

m) = 0, and there is measurable

V0 =
�
V n
[

m
Vm

�
[
�[

m
VmnV 0

m

�
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such that � (V0) = 0 and V = V0 [
S
m V

0
m: Because V

0
m is nowhere-dense and closed, XnV 0

m

is open and dense, and
\
m

XnV 0
m is open and dense, as a �nite intersection of open and dense

sets. Thus,
V0 � V \

\
m

XnV 0
m:

However, V \
\
m

XnV 0
m is open, non-empty, and has positive measure. But this contradicts

the fact that � (V0) = 0: �

B.1.2. Non-atomic probability spaces. Suppose that (X;X ; �) is a probability space: Prob-
ability space (X;X ; �) is non-atomic, if for each C 2 X such that � (C) > 0; there exists
C 0 2 X such that C 0 � C and 0 < � (C 0) < � (C) :

Lemma 3. Take any two non-atomic probability spaces (X; C; �) and (X;D; �) such that
D � C. Then, for each set C 2 C such that � (C) > 0; there exists D 2 D such that
0 < � (D \ C) < � (C) :

Proof. Suppose that for all D 2 D; either � (D \ C) = 0; or � (CnD) = 0: Let D (C) =
fD 2 D : � (CnD) = 0g : For each countable sequence D1; D2; ::: 2 D (C), �

�
Cn
\

n
Dn

�
=

0, and �
�\

n
Dn

�
� � (C) : Let

m� = inf
D1;D2;:::2D(C)

�
�\

n
Dn

�
;

where the in�mum is taken over all countable sequences of elements of D (C) : Then, m� �
� (C), and we can �nd a sequence D�

1; D
�
2; ::: such that for all D 2 D (C), �

�
D \

\
n
D�
n

�
=

�
�\

n
D�
n

�
= m�.

We show that
\

n
D�
n is an atom. Indeed, suppose that there is D =2 D (C) such that

0 < �
�
D \

\
n
D�
n

�
< �

�\
n
D�
n

�
: Because D =2 D (C), it must be that � (D \ C) = 0: But

then, D�
nnD 2 D (C) for each n; and

�
�\

n
(D�

nnD)
�
� m� � �

�
D \

\
n
D�
n

�
< m�:

This leads to a contradiction with the choice of the sequence (D�
n). �

B.1.3. Functional spaces. Suppose that (X;X ; �) is a probability space: Let L2 (X;X ; �) be
the space of all X -measurable and �-square integrable functions with L2-norm k:k. For each
f 2 L2 (X;X ; �), we use � [f ] to denote the integral of f: Let L�� (X;X ; �) � L2 (X;X ; �)
be the space of �-a.s bounded X -measurable, and �-square integrable functions f : X ! R

such that � [f ] :=
Z
X

fd� = 1; and that f > 0: We assume that L�� (X;X ; �) inherits the
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normed topology of L2 (X;X ; �) : (Note that space L� (X;�) de�ned in Section 3 contains
functions f such that f � 0: In particular, L�� (X;X ; �) � L� (X;�) if the probability space
(X;�) has �-�eld X .)

Lemma 4. Suppose that (X;X ; �) is a probability space and U � L�� (X;X ; �) is open: For
any q 2 L2 (X;X ; �), if supf2U � [fq] � 0, and there exists f0 2 U such that � [f0q] = 0,
then q = 0 �-almost surely.

Proof. We �rst show that for each f 2 L�� (X;X ; �), there exists �� > 0 so that for each � 2
(���; ��), there exists f� 2 L�� (X;X ; �) such that �f�+(1� �) f0 2 U and lim�!0 f� = f:

For all � � 0, take f� = f 0: For each � < 0; �nd

D� = fx 2 X : �f (x) + (1� �) f0 (x) � 0g :

Let f� = (1� �) 1
�[1D�f

0]1D�f + �: Then, lim�!0 f� = f and, because U is open, for su¢ -
ciently small �; �f� + (1� �) f0 2 U:
Then, for each � 2 (���; ��),

0 � � [(�f� + (1� �) f0) q] = �� [f�q] :

In particular,
� [f�q] � 0 for � > 0, and � [f�q] � 0 for � < 0:

Because lim� f� = f; and because the expectation operator � [:] is continuous, it must be
that � [fq] = 0: Because the latter is true for each f 2 L�� (X;X ; �), it must be that q = 0
�-almost surely. �

B.1.4. Variational technique. Here, we present a result that provides a foundation for the
"variational" technique described in the discussion of the main result in Section 5. Through-
out this section, we assume that probability spaces (X; C; �) and (X;D; �) are non-atomic
and such that D � C.
To motivate the following result, consider a decision problem, where the decision maker

chooses one of n � 2 actions. The payo¤s depend on the realization of the state of the world
x 2 X and they are described by a vector of functions q1; :::; qn 2 L (X; C; �). To avoid
trivialities, we assume that qm 6= qm0 for each m 6= m0:

The decision maker�s beliefs have �-density f 2 L�� (X; C; �) : Her expected payo¤s from
action m are equal to � [fqm] : Let M (f) denote the set of payo¤-maximizing actions

M (f) = argmax
m

� [fqm] :

Set M (f) may contain one or more elements.
We study the behavior of the correspondenceM with respect to smooth changes of beliefs.

More precisely, we look at the behavior of correspondenceM (pf), where p; f 2 L�� (X; C; �)
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are two densities. One thinks about f as the prior density modi�ed by additional information
with density p: The following two results show that set M (pf) contains exactly one element
for generic modi�cations of p and f .

Lemma 5. Let f0 2 L�� (X;D; �) be an element of the functional space and P � L�� (X; C; �)
be a connected open set. Assume that there are p1; p2 2 P so thatM (p1f0) 6=M (p2f0) : Then,
for each neighborhood T 3 f0, T � L�� (X;D; �), there is p 2 P , and f; f 0 2 T such that
M (pf) \M (pf 0) = ?:

Lemma 6. Let p0 2 L�� (X; C; �) be an element of the functional space and T � L�� (X;D; �)
be a connected open set such that there are f1; f2 2 T so that M (p0f1) 6= M (p0f2) : Then,
for each neighborhood P 3 p0; P � L�� (X; C; �), there is f 2 T , and p; p0 2 P such that
M (pf) \M (p0f) = ?:

The proof of Lemma 5 is presented below. The proof of Lemma 6 follows the same steps
as the proof of Lemma 5; the details are omitted.

Lemma 7. Suppose that jM (p0)j � 2 for some p0 2 L�� (X; C; �) : Then, for each neighbor-
hood V0 3 p0 in space L�� (X; C; �), there is p 2 V0, neighborhood V 3 p in space L�� (X; C; �),
and m 6= m0 such that fm;m0g �M (p), and for each p0 2 V , M (p0) \ fm;m0g 6= ?:

Proof. W.l.o.g. assume that f1; 2g � M (p0) : Let U1 = fc : q1 (c) > q2 (c)g and U2 =

fc : q1 (c) < q2 (c)g : Because q1 6= q2, U1 and U2 are non-empty open half-spaces of L�� (X; C; �) :
Then, either for each p0; M (p0) \ f1; 2g 6= ?; or for each neighborhood V0 3 p0, there is
p 2 V0 \ U1 such that jM (p)j � 2 and f2g =2 M (p) ; or for each neighborhood V0 3 p0,
there is p 2 V0 \ U2 such that jM (p)j � 2 and f1g =2 M (p) : In the �rst case, the thesis of
the lemma holds. In the second (or the third) case, apply the same argument to functions
q1; q3; ::; qn (or q2; ::; qn ) and neighborhood V 3 p such that V � V0\U1 (or V � V0\U2). �

Lemma 8. Suppose that there are p0 2 L�� (X; C; �), f0 2 L�� (X;D; �) and a neighborhood
V0 3 p0 in space L�� (X; C; �), such that f1; 2g � M (p0f0) and for each p0 2 V0, M (p0f0) \
f1; 2g 6= ?: Then, for each neighborhood T 3 f0 in space L�� (X;D; �) ; there are p 2 V0 and
f; f 0 2 T such that M (pf) \M (pf 0) = ?:

Proof. Let q = q1 � q2 and de�ne C+ = fx : q (x) > 0g ; and C� = fx : q (x) < 0g : Because
q 6= 0, it must be that either � (C+) > 0 or � (C�) > 0. Because f1; 2g � M (p0f0), it must
be that � (C+) > 0 and � (C�) > 0:
By Lemma 3, there exists D 2 D such that 0 < � (D \ C+) < � (C+) :

Because p0; f0 > 0; we can �nd a; b; c � 0 such that if

p =
�
1� a1C+nD � b1C�\D � c1C�nD

�
p0;
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then p 2 V0, � (pq) = 0; and � [pf0q1D] > 0:
For each � 2 (0; 1) ; let

f� =
f0 + �f01D

� [f0 + �f01D]
and f 0� =

f0 + �f01CnD

�
�
f0 + �f01CnD

� :
Then, for su¢ ciently small �; f�; f 0� 2 T , and

� [pf�q1] > � [pf�q2] , and � [pf�q2] > � [pf�q1] :

Suppose that m 2M (pf�) \M (pf 0�) : Then, m 6= 1; 2, and, by linearity,

� [pf0qm] = � [f0 + �f01D]� [pf�qm] + � [f0 + �f01D]� [pf
0
�qm]

> � [f0 + �f01D]� [pf�q1] + � [f0 + �f01D]� [pf
0
�q1] = � [pf0q1] ;

which contradicts the fact that 1 2M (p; f0) : �

The hypothesis of Lemma 5 implies that there exists p0 2 P so that jM (p0f0)j � 2: The
Lemma follows from Lemmas 7 and 8.

B.2. Histories, beliefs, and best responses. Here, we de�ne notation used later in the
proof, de�ne topologies on the spaces of signals and histories, and show that for the purpose of
�nding best responses, private histories can be replaced by an auxiliary information contained
in the signal and described in Section 3.
From now on, we �x strategy pro�le �; player i, period t 2 Ti; g�t 2 G�i ; and "�t ; 
�t 2 [0; 1] :

B.2.1. Topologies on signal spaces. De�ne

W �
i := f(p; f (ai)) : (p; g; f (:)) 2 W

�
i for some g 2 G�i and a 2 Aig ,


�i = 
i � [0; 1]
2 � Ai;

��i = �i � �� �� �Ai 2 �
�i .

Then, W �
i is an open and connected subset of P

� � F �i . De�ne measurable mapping �
�
i :


�i ! W�
i ,

��i (!i; "i; 
i; ai) =
�
��p (!i) ; �

�
f (!i; ai)

�
:

De�ne

W �
i = f(p; f (:)) : (p; g�t ; f (:)) 2 W

�
i g ;


�i =
�
(!i; "

�
t ; 


�
t ) : �

�
g (!i) = g�t

	
� 
� [0; 1]2 ; and

��i = �i
�
:j��g (!i) = g�t

�
� �"�t � �
�t 2 �


�
i .

Then,W �
i is an open subset of P

�
i �(F �i )

Ai : De�ne a measurable mapping ��i : 

�
i ! P �i �F �i ;

��i (!i; "
�
t ; 


�
t ) =

�
��p (!i) ; �

�
f (aij!i)

�
:



ASYNCHRONOUS REPEATED GAMES WITH RICH PRIVATE MONITORING AND FINITE PAST 21

For each x = �; �, de�ne a collection of subsets of 
x :

Vx =
�
(�xi )

�1 (U) : U � W x
i ; U is open

	
:

All elements of Vx are measurable, and Vx contains unions and �nite intersections of elements
of Vx: Assume that the topology on 
xi is de�ned by Vx as a collection of open sets. One
checks that cl�xi 


x
i = 


x
i :

B.2.2. Space of histories. De�ne a subset of histories

H�
t = (


a
i )
Ti(t) � 
�i =

�
ht 2 Ht : �

�
g (!t) = g�t ; "t = "�t ; 
t = 
�t

	
� Ht;

��t = (�
�)Ti(t) � �� 2 �Ht:

The probability space (H�
t ; �

�
t ) is equipped with the product topology.

B.2.3. Auxiliary histories. Additionally, we de�ne a space of auxiliary histories, in which
signals are replaced by their density representations. Let

Ĥt = (P
�
i � F �i )

Ti(t) � P �i � (F �i )
Ai ,

Ĥ�
t = (W

�
i )

Ti(t) �W �
i � Ĥt:

Then, Ĥ�
t is an open subset of Ĥt:A typical auxiliary history is denoted as ĥt = (:::; pt�2; ft�2; pt; ft (:)) 2

Ĥt:

The standard histories map into the auxiliary histories. De�ne mapping �H : H�
t ! Ĥ�

t .
For each s 2 T�i (t), let

�H (:::; !t�2; "t�2; 
t�2; at�2; !t; "
�
t ; 


�
t )

=
�
:::; ��i (!t�2; "t�2; 
t�2; at�2) ; �

�
i (!t; "

�
t ; 


�
t )
�
:

Mapping �H is continuous and �H (H�
t ) is dense in Ĥ

�
t :

B.2.4. Beliefs. Next, we show that beliefs over histories of the opponent after history ht
depend in some sense only on their auxiliary representation �H (ht) :
For each strategy ��i of player �i; let H�

t�1 � Ht�1 � A�i denote the space of histories
and actions that are consistent with strategy ��i. Precisely, let (ht�1; at�1) 2 H�

t�1 if and
only if ��i (hs) = as for each s 2 T�i (t) and hs � ht�1:

Let

��t�1 :=
�
��i � �� �� ��iA

�T�i(t) �:jH�
t�1
�
2 �H�

t�1

be a distribution on H�
t�1.
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Take any t-period history ht 2 H�
t : Because of the full support assumption, the conditional

distribution ��;�1ht
is absolutely continuous with respect to ��t�1 and its Radon-Nikodym

derivative is proportional to

d��;�1ht

d��t
(ht�1) /

Y
s2Ti(t)

d��i
d��i

(!s+1j!s; as)
Y

s2Ti(t)n1

d�i
d�i

(!sj!s�1; as�1)1 fas+1 = ��i (hs+1)g

/ 1
�
ht�1 2 H�

t�1
	 Y
s2Ti(t)

��f (!s+1; asj!s)
Y

s2Ti(t)n1

��p (!s�1; as�1j!s) : (B.1)

B.2.5. Best responses. Finally, we show that the knowledge of auxiliary histories is su¢ cient
to �nd the best responses.
For any continuation strategy b = (a; s) 2 ��i , de�ne payo¤ function qb : H�

t�1 � A�i �
(F �i )

Ai ! R as

qb (ht�1; at�1; f (:)) = (1� �) g�t ("
�
t ; a) + �Gi

�
s; ��i (ht�1; at�1) ; f (:ja)��i

�
:

Thus, qb (ht�1; at�1; f (:)) is the expected payo¤ from period t continuation strategy b = (a; s)
when the opponent�s private history is ht�1 followed by action at�1 and f (:ja)��i is the
distribution of the opponent�s t+ 1-period signal.
Let Q0t = fqb : b 2 ��i g be the space of payo¤ functions induced by all continuation strate-

gies.
For each q 2 Q0t , each auxiliary history ĥt 2 Ĥt, de�ne

Eĥtq =

Z
H�
t�1

q (ht�1; at�1; f (:))

0@ Y
s2Ti(t)

fs (!s+1)
Y

s2Ti(t)nf1g

ps (!s�1; as�1)

1A d��t�1 (ht�1; at�1) :

(In the above integration, we use the representation ht�1 = (:::!t�3; "t�3; 
t�3; at�3; !t�1; "t�1; 
t�1).)
For each q; q0 2 Q0t write q

0 � q i¤ Eĥtq = Eĥtq
0 for all auxiliary histories ĥt 2 Ht: Let

Qt := Q0t= � be the quotient of the space of payo¤ functions with respect to relation "�".
In other words, Qt consists of equivalence classes of payo¤ functions with equal expectations
with respect to auxiliary histories.
For each q 2 Qt and each ĥt 2 Ht, de�ne

B (q) =
n
ĥt 2 Ĥt : Eĥtq > Eĥtq

0 for each q0 2 Qtn fqg
o
;

�B (q) =
n
ĥt 2 H�

t : Eĥtq � Eĥtq
0 for each q0 2 Qtn fqg

o
:

Lemma 9. For each history ht 2 H�
t ; each continuation strategy b 2 ��i , b is the best response

after history ht i¤ vH (ht) 2 �B (qb) :

Proof. The Lemma is an immediate consequence of (B.1). �
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Lemma 10. For each q 2 Qt, clB (q) � �B (q).

Proof. The Lemma follows from the continuity of expectation Eĥtq with respect to ĥt. �

B.3. Finite past. We state and prove a product property for �nite past strategies. For
each sequence of �nite partitions �s; s 2 Ti (t) of signal space 
�i and ��t of signal space 


�
i ,

de�ne a product partition � =
V
s2Ti(t)�s ^ �

�
t on the space of histories Ht: U 2 � if and

only if U = �s2Ti(t)Vs�Vt for some Vs 2 �s and Vt 2 �t. If partitions �s and ��t are regular,
then � is regular and U is almost open if and only if sets Vs are almost open:
Player i�s t -period continuation of strategy � is measurable with respect to partition �

of Ht if for each subset U 2 �, �� (ht) = �� (h0t) for �t-almost all histories ht; h
0
t 2 U: If

partitions �0s re�ne partitions �s; and � is measurable with respect to the product partitionV
s2Ti(t)�s ^ �

�
t , then it is measurable with respect to the re�nement

V
s2Ti(t)�s ^ �

�
t :

Lemma 11. If player i�s strategy � 2 �i has �nite memory, then there exist regular partitions
�t; of 
�i and �

�
t of 


�
i such that, for each t 2 Ti, the t-period continuation of strategy � is

measurable with respect to
V
s2Ti(t)�s ^ �

�
t .

Proof. The existence of partitions such that the t-period continuation of strategy � is mea-
surable with respect to their product is immediate. The existence of a regular re�nement
follows from Lemma 1. �

B.4. Variational technique. We describe the intermediary results that together form the
variational technique described in Section 5.
We start with some notation. For each auxiliary history ĥt 2 Ĥt, for each s 2 Ti (t), for

each p 2 P �i , de�ne auxiliary history ĥ
s;p
t as equal to history ĥt with ps replaced by p :

ĥs;pt = (::::; fs�2; p; fs; ::) 2 Ĥt.

In a similar way, for each auxiliary history ĥt 2 Ĥt,

� for each s 2 Ti (t), for each f 2 F �i , de�ne ĥ
s;f
t as history ĥt with fs replaced by f ;

� for each s 2 Ti (t), for each (p; f) 2 P �i � F �i , de�ne ĥ
s;(p;f)
t as history ĥt with ps and

fs replaced by, respectively, p and f ;
� for each (p; f (:)) 2 P �i � (F �i )

Ai, de�ne ĥ(p;f)t as history ĥt with pt and ft (:) replaced
by, respectively, p and f (:) ;

Lemma 12. Take period s 2 Ti (t) ; q; q0 2 Qt; and ĥt 2 Ĥt such that Eĥtq = Eĥtq
0. Then,

(1) for each s 2 Ti (t) ; if there is an open subset W � P �i � F �i such that (pt; ft) 2 W ,
and Eĥs;wt q � Eĥs;wt q0 for each w 2 W; then Eĥs;wt q = Eĥs;wt q0 for each w 2 P �i � F �i ;

(2) if there exists an open W � P �i � (F �)
Ai such that (pt; ft) 2 W , and Eĥwt q � Eĥwt q

0

for each w 2 W; then Eĥwt q = Eĥwt q
0 for each w 2 P �i � (F �i )

Ai ;
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Proof. We prove part (1) (the proof of part (2) is analogous and it is omitted). Part (1)
follows from the two following claims. For each s 2 Ti (t) ;

� if there is an open subset P � P �i such that pt 2 P , and Eĥs;pt q � Ehs;pt q
0 for each

p 2 P; then Eĥs;pt q = Eĥs;pt q
0 for each p 2 P �i ; and

� if there is an open subset F � F �i such that ft 2 F , and Eĥs;ft q � Eĥs;ft
q0 for each

f 2 F; then Eĥs;ft q = Eĥs;ft
q0 for each f 2 F �i :

Consider the �rst claim. De�ne q� 2 L1
�

�i � A�i; ��i � �A�i

�
:

q� (!s�1; as�1)

=

Z
H�
t�1

(q � q0) (ht�1; at�1; f) �

0@ Y
s02Ti(t)

fs0 (!s0+1)
Y

s02Ti(t+1)nfs;1g

ps0 (!s0�1; as0�1)

1A d��t�1 (ht�1; at�1j!s�1; as�1) :

Then, for each p 2 P ,
Ehs;pt q = ��t�1 [pq

�] :

Because ps 2 P , by Lemma 4, q� = 0 ��i � �A�i-almost surely, and Eĥs;pt q = 0 for all p 2 P
�
i .

The proof of the second claim is analogous. �

Lemma 13. For each q 2 Qt; int �B (q) � B (q) :

Proof. Fix q 2 Qt such that int �B (q) is not empty. Take any q0 2 Qtn fqg. Then, Eĥtq �
Eĥtq

0 for each ĥt 2 int �B (q) and there exists ĥ0t 2 U such that Eĥ0t q = Eĥ0t q
0, then q = q0.

Because int �B (q) � Ĥ�
t is open, there are open sets Ws � P �i � F �i ; s 2 Ti (t), and Wt �

P �i � (F �i )
Ai such that �s2Ti(t+1)Ws � U: The result follows from a series of applications of

Lemma 12. �

In the next Lemma, we �x period s 2 Ti (t) n f2g and assume that there exists a collection
of open sets Vs0 � W �

i for s
0 6= s; Vt � W �

i and V
m
s � W�

i for m = 1; :::;M < 1 such that
sets V m

s and V m0
s are disjoint for m 6= m0 and

[
m
V m
s is a dense subset of W�

i : De�ne

U = V1 � :::� Vs�1 �W�
i � Vs+1 � :::� Vt; and for each m;

Um = V1 � :::� Vs�1 � V m
s � Vs+1 � :::� Vt.

Then, U and Um are open sets of auxiliary histories, and
[

m
Um is a dense subset of U:

Lemma 14. Suppose that for each m; there exists qm 2 Qt such that Um � �B (qm). Then,
qm = qm0 =: q� for all m;m0 and U � B (q).
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Proof. We can assume w.l.o.g. that qm 6= qm0 for all m 6= m0: If M = 1; then V 1
s is a dense

subset of W�
i and U

1 is a dense subset of U: Because U1 � B (q1) ; Lemma 10 implies that
U � �B (q) : Because U is open, Lemma 13 implies that U � B (q). Thus, if M = 1, the
Lemma holds.
We show that M > 1 leads to a contradiction. Let Vs =

[
m
V m
s . For each ĥt 2 U and

each m, de�ne

V m
�
ĥt

�
=
n
(p; f) 2 W�

i : ĥ
s;(p;f)
t 2 B (qm)

o
:

Then, V m
�
ĥt

�
is open. Moreover, for each m0 6= m;

(1) V m
�
ĥt

�
� clV m

s n clV m0
s . Indeed, take any (p; f) 2 V m

�
ĥt

�
: Then, ĥs;(p;f)t 2 B (qm),

which implies that ĥs;(p;f)t =2 �B (qm0) and, by Lemma 10, (p; f) =2 clV m0
s : Because Vs

is dense in W�
i , it must be that (p; f) 2 clV m

s ;

(2) for each ĥ0t 2 U; V m
�
ĥt

�
\V m0

�
ĥ0t

�
= ?: Indeed, by continuity, if (p; f) 2 V m

�
ĥt

�
,

then there exists a neighborhood V 3 (p; f) such that V \ V m0
s = ?: Because Vs is

dense, each open subset V 0 � V has a non-empty intersection with Vm: If V m
�
ĥt

�
\

V m0
�
ĥ0t

�
6= ?; then there exists open V � V m

�
ĥt

�
\ V m0

�
ĥ0t

�
that simultaneously

has empty and non-empty intersections with V m and V m0
. The contradiction shows

the claim.

For each m; de�ne
�V m =

[
ĥt2U

Vm

�
ĥt

�
:

Then, sets �V m � V m are open (as unions of open sets), disjoint, �V m � clV mn
�[

m0 6=m
clV m0

�
,

and for each ĥt 2 U such that (ps; fs) 2 �V m, ĥm 2 clB (q) :
For each (p; f) 2 W�

i , de�ne P (f ; p) � P �i as the connected component of set fp0 : (p0; f) 2 W�
i g

such that p 2 P (f ; p) : Similarly, de�ne F (p; f) as the connected component of set ff 0 : (p; f 0) 2 W�
i g

such that f 2 F (p; f) : Then, P (f ; p) and F (p; f) are open.
We make two claims:

� for each ĥt 2 U such that (ps; fs) 2 P ��F �\ �V m, it must be that P (fs; ps) � clV m;

� for each ĥt 2 U such that (ps; fs) 2 P � � F � \ �V m, F (ps; fs) � clV m:

We prove the �rst claim. If s = 1; the claim is immediate. Assume that s 6= 1. For each
n �M , de�ne the measurable and bounded function �n : 
�i � A�i ! R,

�n (!s�1; as�1) =

Z
H�
t�1

qn (ht�1; at�1; ft (:)) �Y
s02Ti(t)nfs�2g

fs0 (!s0+1)
Y

s02Ti(t+1)nf1;sg

ps0 (!s0�1; as0�1) d�
�
t�1 (ht�1; at�1j!s�1; as�1) :
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Then, for each p 2 P �i and f 2 F �i ,

E(hs�2;ft )
s;pqn =

Z

�i�A�i

�n (!s�1; as�1) f (!s�1) p (!s�1; as�1) d�
�
t�1 (!s�1; as�1)

= ��t�1 [fp�n] :

Suppose that P (fs; ps) \ clV m0
s 6= ? for some m0 6= m: Because P (fs; ps) and V m0

s are
open, there is p0 2 P (fs; ps) \ V m0

s such that

��t�1 [fsps�m] > ��t�1 [fsps�m00 ] for each m00 6= m, and

��t�1 [fsps�m] � ��t�1 [fsps�m0 ] .

By Lemma 5, there is p� 2 P (fs; ps), f 1; f2 2 F (ps�2; fs�2), and m1;m2, m1 6= m2 such
that �

ĥs�2;f
k

t

�s;p�
2 U \B (qmk) for k = 1; 2:

Then, (p�; fs) 2 �V mk
for k = 1; 2; which contradicts the fact that �V m1

and �V m2
are disjoint.

A similar argument together with Lemma 6 establishes the second claim.
Because set W�

i is connected, the two claims together show that W
�
i � clVq: This ends

the proof of the Lemma. �

B.5. Proof of Theorem 2. In the course of the proof, we assume that strategy pro�le �;
player i; payo¤s g�t 2 G�i ; and "

�
t ; 


�
t 2 [0; 1] are �xed, and we use the notation and results

developed above.
De�ne an equivalence relation on the set of continuation strategies ��i : say that contin-

uation strategies b and b0 are equivalent, b ' b0, if for each history ht 2 H�
t , b is the best

response after ht i¤ b0 is the best response after h0t: By Lemma 9, continuation strategies b
and b0 are equivalent if and only if the associated payo¤ functions are equivalent, qb ' qb0. Let
Bt = �

�
i = ' be the space of classes of equivalence. Then, Bt has one-to-one correspondence

with set Qt.
For each period s 2 Ti (t) n f2g, each history ht 2 H�

t , de�ne H
�
s (h

�
t ) to be the set of

histories h0t 2 H�
t that (possibly) di¤er from ht only with respect to information in period

s : for each s0 6= s; t, (!s0 ; "s0 ; as0) = (!0s0 ; "
0
s0 ; a

0
s0) and (!t; "t) = (!

0
t; "

0
t) : For each set U � H�

t ,
de�ne H�

s (U) =
[

ht
H�
s (ht) :

Let � =
V
s2Ti(t)�s ^ �

�
t be a regular partition from Lemma 11. For each U 2 �, let

b (U) 2 Bt be the equivalence class of the continuation strategy that is played after histories
in U: Then, b (U) is the best response after �t-almost all histories ht 2 U .
We show that if U 2 � is almost open, then b (U) is the unique best response after each

history ht 2 H�
s (U). Let U = �s02Ti(t)Vs0 � Vt: Let V 1

s ; :::; V
M
s be an enumeration of all
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almost open elements of �s and w.l.o.g. assume that Vs = V 1
s : Let

V̂s0 = int cl �
�
i (Vs0) for s

0 2 Ti (t) n fsg ;

V̂ m
s = int cl ��i (V

m
s ) for each m;

V̂t = int cl �
�
i (Vt) ;

Um =
�
�s02Ti(t)nfsgVs0

�
� V m

s � Vt for each m;

Ûm =
�
�s02Ti(t)nfsgV̂s0

�
� cl V̂ m

s � V̂t for each m;

Û� = �s02Ti(t)nfsgV̂s0 �W�
i � V̂t:

By Lemmas 9 and 10, �H (Um) � �B
�
qb(Um)

�
and Ûm � cl �H (Um), it must be that Ûm �

�B
�
qb(Um)

�
: Because Ûm � Ĥ�

t is open, Lemma 13 implies that Û
m � B

�
qb(Um)

�
: By Lemma

2, and by the choice of topology on 
�i ,
[

m
V̂ m
s is a dense subset of W �

i . By Lemma

14, qb(Um) = qb(Um0) = q for all m and m0. Because U = Um for some m;
[

m
Ûm �

B
�
qb(U)

�
: Because

[
m
Ûm is dense in Û�; by Lemmas 10 and 13, Û� � B

�
qb(U)

�
: Because

�H (H�
s (U)) � Û�, by Lemma 9, b (U) is the unique best response after each history ht 2

H�
s (U) :

In order to �nish the proof of the Theorem, it is enough to show that for each history ht;
there exists (an equivalence class of) strategy b such that b is the unique (up to equivalence)
best response after each history h0t 2 H�

s (ht). Take any history ht 2 H�
t and suppose that (the

equivalence class of) continuation strategy b 2 Bt is the best response after ht: By Lemma
2, either there is almost open U 2 � such that ht 2 U , or ht 2 cl�t U for some almost open
U 2 �: In the former case, the above argument shows that b = b (U) is the best response
after each history h0t 2 H�

s (ht) : In the later case, ht 2 cl�t UnU for some almost open U 2 �.
By the above argument, b (U) is the unique best response after history h0t 2 H�

s (U) : By
continuity, b (U) is the (not necessarily unique) best response after history ht; and after each
history h0t 2 H�

s (ht) � cl�t H�
s (U) : By part (3) of Lemma 12, E�H(ht)qb = E�H(h0t)qb for each

h0t 2 H�
s (ht) : By Lemma 9, b is the best response after each h

0
t 2 H�

s (ht) :

Appendix C. Proof of Theorem 1

We start with some notation. For each player i and g 2 G�i ; let 
i (g) = f!i : g (!i; :) = gg :
Without loss of generality, we assume that for each g 2 G�i ; �i (
i (g)) > 0:
Let �0 � � be the set of monitorings with full support.
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For each �; �0 2 �; let k�� �0k be the norm that induces topology on �:

k�� �0k =
X

i
k�i � �0ik2

=
X

i

sZ
j� (!ij!�i; a�i)� �0i (!ij!�i; a�i)j

2 d
�
�i � ��i � �A�i

�
:

Topology on 
�i is metrizable with the following metric: for any (p; g; f) ; (p
0; g0; f 0) 2 
�i ,

let

d� ((p; g; f) ; (p0; g0; f 0)) = 1 fg = g0g+ kp� p0k
�i�A�i +
1

jAij
X

ai
kf (ai)� f 0 (ai)k
�i ;

where k:k
�i�A�i is the L
2-norm on the probability space

�

�i � A�i; ��i � �A�i

�
, and k:k
�i

is the L2-norm on the probability space (
�i; ��i) : For each 
 > 0; let B (p; g; f; 
) � 
�i be
the open ball with center at (p; g; f) and radius 
:

Lemma 15. �0 is a non-meagre subset of �:

Proof. We show that for each player i; and each 
 > 0; there exists an open and dense subset
Ei;
 � � such that for each � 2 E;

�
��i � �A�i � �i

�
f(!�i; a�i; !i) : �i (!ij!�i; a�i) > 0g �

1� 
: The result follows from the fact that

�0 =
\

i

\
n
Ei; 1

n
:

Indeed, take any monitoring �0 and " > 0: Let � = "
10
+
�
1� "

10

�
�0 and let � = "

100
: Then,

k�0 � �k < "
2
; and for each monitoring �0 such that k�� �0k < �; �0 2 Ei;
. �

Lemma 16. For each monitoring � 2 �0; each � > 0; there exists constant C < 1; and
monitoring �C 2 �0 such that



�� �C


 � �; and for each player i; �C�i � C; almost surely.

Proof. W.l.o.g. assume that � < 1: For each player i; each !�i; a�i, de�ne sets

ACi (!�i; a�i) =

�
!i : �i (!ij!�i; a�i) >

C

4

�
;

ACi =
�
(!i; !�i; a�i) : !i 2 ACi (!�i; a�i)

	
:

Let 1ACi be the indicator function of set A
C
i : Because � is square integrable,

lim
C!1

max
i

�


1ACi 


2 ;


�i1ACi 


2� = 0:
Find C <1 large enough, so that for each player i;


1ACi 


2 ;


�i1ACi 


2 � � �

100

�2
:

For each player i; each !�i; a�i, de�ne set

DC
i =

n
(!�i; a�i) : �i

h
1ACi (!�i;a�i)�i (:j!�i; a�i)

i
>

�

100

o
:
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Then,

(��i � ��i)
h
1DC

i

i
�



1ACi �i


2 � �

100

��1
� �

100
:

For each (!�i; a�i) =2 DC
i ; de�ne constant

aCi (!�i; a�i) =
�i

h
1ACi (!�i;a�i)�i (:j!�i; a�i)

i
� C

4
�i
�
ACi (!�i; a�i)

�
1� �i

h
1ACi (!�i;a�i)�i (:j!�i; a�i)

i :

Then, because C
4
�i
�
ACi (!�i; a�i)

�
�



1ACi �i


2 ; it must be that,��aCi (!�i; a�i)�� � �=100 + �=100

1� �=100
� �

10
:

Construct monitoring �C : For each player i; let

�Ci (!ij!�i; a�i) = 1; if (!�i; a�i) 2 DC
i

�Ci (!ij!�i; a�i) =
C

4
; if !i 2 ACi (!�i; a�i) ; and (!�i; a�i) =2 DC

i ;

�Ci (!ij!�i; a�i) =
�
1 + aCi (!�i; a�i)

�
�i (!ij!�i; a�i) , otherwise.

Then, �i
�
�Ci (:j!�i; a�i)

�
= 1, almost surely. Moreover, �C 2 �0; �C < C; almost surely, and

�� �C




�
X

i

�
2 (��i � ��i)

h
1DC

i

i
+



1ACi �i


2 +

���� sup
!�i;a�i

aCi (!�i; a�i)

���� k�ik2� < �:

�

Lemma 17. Suppose that monitoring � 2 �0 is bounded, i.e., there exists constant C <1;

so that for each player i; �i � C, almost surely. Then, for each � > 0; each player i; each
(p; g; f) 2 
�i such that p > 0 and f > 0, each 
 > 0; there exists monitoring �0 2 �0 such
that k�� �0k � �; and �i

�
!i : �

�0 (!i) = (p; g; f)
�
> 0:

Proof. Without loss of generality, assume that � < 1: De�ne constants

Ai =

Z
p (!�i; a�i) d

�
��i � �A�i

�
;

A�i =

Z
f (!�ijai) d

�
��i � �Ai

�
:

Let 1S be the indicator function of set S: Find set S � 
i (g) such that �i (S) > 0; and that

�i (S) (1 + A1 + A2 + C) ;max
j
k1S�jk2 �

�

100
:
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Let

Bi (!�i; a�i) =

Z
1S�i (!ij!�i; a�i) d�i;

Di (!�i; a�i) =
�i (S) p (!�i; a�i)�Bi (!�i; a�i)

1�Bi (!�i; a�i)
;

Then,

sup
!�i;a�i

Bi (!�i; a�i) � C�i (S) �
�

100
;

kDik2 � 2�i (S)Ai + 2 sup
!�i;a�i

Bi (!�i; a�i) �
�

10
:

De�ne monitoring �0 = (�01; �
0
2) : For each !�i 2 
�i; and each ai; a�i;

� for each !i 2 S; let

�0i (!ij!�i; a�i) = p (!�i; a�i) ;

�0�i (!�ij!i; ai) = f (!�ijai) ; and

� for each !i =2 S; let

�0i (!ij!�i; a�i) = (1�Di (!�i; a�i)) �
�
i (!ij!�i; a�i) ;

�0�i (!�ij!i; ai) = ���i (!�ij!i; ai) :

Then,

�i [�
0
i (:j!�i; a�i)] = ��i

�
�0�i (:j!i; ai)

�
= 1;

�0 has full support,

�i

�
!i : �

�0 (!i) = (p; g; f)
�
� �i (Si) > 0;

and

k�� �0k� � kDik2 +
X

j
k1S�jk2 +

X
j
�i (S)Aj � �:

�

Lemma 18. For each player i; each (p; g; f) 2 
�i , each 
 > 0; and monitoring � 2 �0 such
that �i (!i : �� (!i) = (p; g; f)) > 0; there exists � > 0 so that for each monitoring �0 2 �0; if
k�� �0k � �; then �i

�
!i : �

�0 (!i) 2 B (p; g; f; 
)
�
> 0.

Proof. Fix player i; (p; g; f) 2 
�i , 
 > 0; and monitoring � 2 �0 such that

�i (!i : �
� (!i) = (p; g; f)) > 0:

There exists

S � f!i : �� (!i) = (p; g; f)g
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and r > 0 such that �i (S) > 0; and for each !i 2 S;�����i � �Ai
�
[�i (!ij!�i; a�i)]� r

�� � 1

2
r:

Let

x =

 (1 + r)

10r
, and � =

1

2
x�i (S) :

For each monitoring �0 such that k�� �0k � �; de�ne sets

Si (x; �
0) =

n
!i 2 S : k�i (!ij!�i; a�i)� �0i (!ij!�i; a�i)k
�i�A�i � x

o
;

S�i (x; �
0) =

(
!i 2 S :

1

jAij
X
ai2Ai



��i (!�ij!i; ai)� �0�i (!�ij!i; ai)




�i

� x

)
:

Then,

� � k�� �0k � k(�� �0)1Sk = k(�1 � �01)1Sk+ k(�2 � �02)1Sk

� �i

h
1S k�i (!ij!�i; a�i)� �0i (!ij!�i; a�i)k
�i�A�i

i
+
�
�i � �Ai

� h
1S


���i (!�ij!i; ai)� �0�i (!�ij!i; ai)

�



�i

i
� (�i (SnSi (x; �0)) + �i (SnS�i (x; �0)))x
� x�i (Sn (Si (x; �0) \ S�i (x; �0))) ;

and

�i (Si (x; �
0) \ S�i (x; �0)) � �i (S)�

�

x
� 1

2
�i (S) > 0:

Moreover, for each !i 2 Si (x; �0) \ S�i (x; �0) ;

d�
�
�� (!i) ; �

�0 (!i)
�

=






 �i (!ij!�i; a�i)�
��i � �A�i

�
[�i (!ij:; :)]

� �0i (!ij!�i; a�i)�
��i � �A�i

�
[�0i (!ij:; :)]








�i�A�i

+
1

jAij
X

ai



��i (:j!i; ai)� �0�i (:j!i; ai)




�i

� x
1
2
r
+
x
�
3
2
r + x

�
1
2
r

+ x = 4x

�
1 + r

r

�
< 
;

and ��
0
(!i) 2 B (p; g; f; 
) : �

Lemma 19. For each player i; each (p; g; f) 2 
�i such that p > 0 and f > 0, almost surely,
each 
 > 0; there exists an open and dense subset E � �0 (open and dense in �0) such that
for each � 2 E; �i (!i : �� (!i) 2 B (p; g; f; 
)) > 0:
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Proof. Fix player i. In steps, we show that for each monitoring �� 2 �0; each � > 0; there
exists monitoring � and �0 > 0 such that k�� ��k � �; and for each �0 so that k�� �0k � �0;

�i (!i : �
� (!i) 2 B (p; g; f; 
)) > 0:

By Lemma 16, there exists constant C <1; and monitoring �C� such that


�� � �C

�

 � �
2
;

and for each player i; �C�i � C; almost surely.
By Lemma 17, there exists monitoring � such that



�C� � �


 � �

2
; and �i (!i : �� (!i) = (p; g; f)) >

0:

By Lemma 18, there exists �0 > 0 such that for each �0 2 �0; if k�� �0k � �0; then
�i
�
!i : �

�0 (!i) 2 B (p; g; f; 
)
�
> 0.

The Lemma follows. �

We can �nish the proof of Theorem 1. For each player i; 
�i is Polish, hence separa-
ble, and there exists a countable dense subset Qi � 
�i � (0; 1) : We can assume that
for each (p; g; f; 
) 2 Qi; p > 0 and f > 0; almost surely. By Lemma 19, for each
q = (p; g; f; 
) 2 
i; there exists open and dense subset Ei;q � �0 such that for each
� 2 E; �i (!i : �� (!i) 2 B (p; g; f; 
)) > 0:
Because �0 is non-meagre,

�� = �0 \
\

i

\
q2Qi

Ei;q

is a non-meagre subset of �: Of course, each monitoring � 2 �� is extremely rich.
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