
The Million Death Study (MDS) is an ongoing study conducted
in India to assign a probable cause to deaths that occurred outside
of health facilities without any medical attention using verbal
autopsy[1]. Verbal Autopsy is a method that helps determine
probable causes of death (CoD) using written narratives recorded
in the local language describing the events that preceded the death.

The primary goal of this project is to automatically determine
CoD categories from free-text narratives written in Hindi by
utilizing machine learning algorithms.

The features that we used for CoD classification are word  
frequency counts for non-neural network based models and 
multi-dimensional vectors for neural network based mod-
els. Initially, we trained our classifiers using only 450  
original Hindi data points. It was apparent that lack of  
training  data lead to poor results from neural
 network based models.

In order to improve results, we translated 12,000 
English narratives into Hindi using Google Translate API; 
which were then fed into a CNN implemented in PyTorch.

•  Medical  symptoms  are  often   described  in   local  terms  by  the  non - medical   surveyors/ 
respondents.   Moreover,   different  writing   styles  and  inconsistent  adherence  to  transliteration  
rules  could  lead  to  poor data  quality.
•  Some  narratives  are  long  and  include  background  information  that  is  not  directly  related  
to  CoD;  which  caused  some  misclassification.
•  As   two  different   methods  (script  and   Google  Translate  API)  were  used  to  convert  
narratives  into  Devanagari,   it  lead  to   poor  performance.  
•  We   would   need  to  explore  the  effect  of  linguistic   features  (semantics,   chronology)  
and  alternative  neural  networks.

Our main dataset comes from the Million Death Study Program.
Since the majority of the the available records in MDS are scans
of handwritten forms, we use a subset consisting of the records
with narratives written in Hindi that have been manually
transcribed using Latin characters into a digital format. Then, we
automatically convert these narratives into Devanagari.

uttaradAtA kE anusAra mRRitaka kI kAphI umra hO chukI thI.
usE pichalE takarIbana 15 varShOM sE “diabetes” kI bImArI thI.
niyamita rUpa sE usakA IlAja va dawAI lEtI thI. usE dO bAra
“mild heart attack” bhI AyA thA. IlAja bhI karawAyA “Admit”
bhI rahIM magara Eka dina zOrO sE sInE mE darda hOnE lagA
aura “3rd heart attack” A gayA jisakE kAraNa usakI ghara para hI
mRRityu hO gayI.
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उतरदाता के अनुसार मृतक की काफी उमर हो चुकी थी उसेिपचलेतकरीबन
वरष से "diabetes" की बीमारी थी िनयिमत रप सेउसका ईलाज व दवाई लेती
थी उसे दो बार "mild heart attack" भी आया था ईलाज भी करवा या
"Admit" भी रहीअं मगर एक िदन सेसीनेमेदरद होनेलगा और "3rd heart
attack" आ गया िजसक े कारण उसकी घर पर ही मृतुहो गयी
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