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In the 1920s,logical positivistswere skepticalof the notion of truth. For onething, the liar's
paradoxseemedo showthattruth is inconsistent. Othersourcesof skepticismwere,asSoames
[26] notes,"the frequentuseof truth in metaphysicatliscussionsthe tendencyto confusetruth
with epistemologicalnotions like certainty and confirmation, and the inability to see how
acceptancef a truth predicatecould be squaredwith the doctrineof physicalismandthe unity
of science."

On the otherhand,the notion of truth seemediseful,evenfor scientific purposes.We would
like to beableto asserthatall the axiomsof arithmetic aretrue, without assertingeachof them.
We might want to stategeneralprinciplessuchas"valid argumentdead from true premiseso
true conclusions."Whatwaswantedwasatool for "semanticascent": As Etchemendy2] puts
it, the power to "recover or reasserta proposition[or a set of propositions]but to do so
indirectly, without actually usinga sentencehat would, in the more usualfashion,expresghat
sameproposition.”

In 1933, Tarski[27] provideda generaimethodfor giving a definition of truth for formalized
languages.His methodwaswidely regardedas a rehabilitationof truth: he had shownhow to
give a mathematicatefinition of a notion of truth that was suitablefor scientific purposes.

Famously the liar's paradoxpreventedTarski from extendinghis methodsto languageghat
havetheir own truth predicatesor that expresgheir own truth-concepts.Both Tarski'soriginal
definition of truth, andits successorthe definition of truth-in-a-modelwere not carriedout in
the languageunderinvestigation: truth is definedin a metalanguagéor sentencesf an object
language. Only in the mid 1970sdo we seepapers—notablyMartin and Woodruff [21] and
Kripke [19]—thatextendTarski'smethodgo languageshatdo, in somesensecontaintheir own
truth predicatesevenlanguageghat display liar-like phenomena. Thesepapersgeneratedan

industry aimedat providing "semantics'for languagesexpressingheir own truth-concepts.
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In the presentpaper,| wantto aska questionthat hasnot often beenasked: In what sense
arethe so-called'semantics'offeredby this newerwork genuinelya "semantics"?This question
canbe askedof the work of Tarskiandhis peersaswell, andvariousanswershavebeengiven.
Partof the problemis, of course,with the notion of a "semantics". | do not wantto hangtoo
muchon thatword. Rather,| wantto ask:In what sensedoesthe work on the Liar's Paradox
extendthe accomplishmenof Tarski'sand his peerswork on non-paradoxicalanguages?

In the presentpaper,| concentrateon the fixed-point semanticsntroducedby Martin and
Woodruff and by Kripke. By way of introduction,in 81, | begin with a discussionof the
Tarskianand neo-Tarskiardefinitions of truth. In 82,1 move on to the fixed-point semantics.
In §3, | raisea centralinterpretivedifficulty for this semantics. In 84, | considerthe semantics
of vaguenesswhich seemsbesetby the samedifficulty. In 85, | consideran objectionto the
effectthat | haveoverlookeda naturalinterpretationof the fixed point semantics. 86 is by far
the most speculativesectionof the paper,and| do not wantto hangtoo much on the details:
| considertwo interpretationsof Tarski, to seewhetherthesecan be appliedto the fixed point
semantics.In 87,1 conclude.

81. Tarskian and neo-Tarskian definitions of truth. Contemporaryogic textbooksoften
introducethe notion of truth in threesteps. Theyfirst introduceuninterpretedirst orderobject
languagesas purely syntacticobjects,eachlanguagespecifiedby a basicvocabularyof names
and predicatesand such: this vocabularygenerates setof well-formedtermsandwell-formed
formulas. We arethenintroducedto a notion of a mode| interpretationor structure if Sis an
uninterpretedanguagehena modelfor Sis anorderedpair M = [D, |CwhereD is a non-empty
domainof discourseandl is a function assigningan objectin D to eachnameof S, a subsetof
D to eachone-placepredicateandso on. Givena nameor predicateX, we oftenthink of I(X)

as the referentof X. Often, the orderedtriple L = [$, D, I0is thoughtof as an interpreted

I amnot, by the way, going to complainthatthe metalanguagé more expressivahanthe objectlanguageor
that we are not shownhow to give a semanticor a universallanguage capableof expressingts own semantic
notions. Nor am | going to raisethe relatedissueof the strengthenediar.
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language. We are then given the classicrecursivedefinition of a sentenceof an interpreted
languageL = [, D, I0being true in L (or, equivalently,of a sentencein an uninterpreted
languageS beingtrue in a modelM = [D, I[). This is doneby giving a purely mathematical
definition of a setTRUE, of sentencesf L. We arenot typically presentedvith any criteria of
adequacyfor sucha definition, but we candraw an intuitive one out of Tarski'swork.

Tarski[27] doesnot give a definition of truth in a model?> Tarskigivesa definition of truth
for a first orderlanguagewhich he assume®itherto be a fragmentof the metalanguager to
have a preordainedtranslationinto the metalanguage. Tarski's metalanguages English (or
Polish) with the vocabularyof standardsettheory. Fixing the objectlanguage,Tarskigivesa
mathematicatlefinition of a set, TRUE, of object-languagsentencesTarski'sdefinition differs
from the standardheo-Tarskiardefinition in notableways: (1) eachobject-languageonstants
implicitly assumedalreadyto have a referent,and there is no possibility envisionedof re-
interpretinga constantby giving it a new referent and (2) thereis no presuppositiorthat the
object-languagguantifiersrangeover a setratherthana class whereaghe definition of amodel

requiresthe domainof discourseto be a set?

2Accordingto Hodges[16], thefirst time the notion appearsn print in Tarski'swork is in 1952in [31], andthe
first time Tarski explicitly definesit in print is in 1957 in [33]. Hodgesprovidesan excellentdiscussionof the
differencesbetweenTarski'snotion and the contemporarynotion, and of the relationshipbetweenthem.

%In the contemporarscenariojf we arethinking of the definition of truth asa definition of truth for interpreted
languagegratherthana definition of truth-in-a-modefor uninterpretedanguagesbhenthereferentsof theconstants
arealsobuilt into the language.

“The Tarskianset-upalso allows predicatesymbolsto have,in effect, classesasreferents. The reasonis that
the baseclausesof the definition of truth do not "passthrough”a function assigningan objectto eachnameanda
setto eachpredicate. Ratherthe baseclausesaregivendirectly. For example supposehatthe objectlanguagehas
a binary relationalsymbolR (meaning"lessthan") andtwo nameso (zero)andi (one). Thenthe baseclausefor
the truth of Roi is not somethinglike "Roi O TRUE iff (o), I(i) 00 I(R)", but rather"Roi O TRUE iff 0 < 1",
Tarski'sgreatinnovationwasto definetruth for sentencesn a languagewith quantifiersby first defining whena
sequencef objects(z,, z,, ...Osatisfiesa formulaa. If the object-languageariablesarex,, x,, ..., the baseclauses
of therecursivedefinition of satisfactionfor formulasRxx; will be"(2,, z,, ...OsatisfiesRxx; iff z < z". Notethat
nothingin this definition requiresthe "referent"of R to be a set, sincethereis not talk of the referentof R. It is
somethingof ananachronisnto think of Tarskiashavingdefinedtruth in termsof referenceof constantandn-ary
predicates.
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Tarski'sdefinition dividesthe setof all object-languageentencemto two mutually exclusive
subsets,TRUE and FALSE. Presentedvith any two-way partitioning of the sentence®f an
objectlanguagepne might wonderwhy this particular partitioningis interesting. Tarskiinsists
that any adequateadefinition of truth must satisfy Convention(T). Thatis, all the famousT-
biconditionalsmustbe provable:

() x O TRUE if andonly if p,

wherex is replacedby a nameor structuraldescriptionof an object-languagesentenceand
p is replacedy thatsentencétself if the objectlanguagéas afragmentof the metalanguageand
by a translationof that sentencento the metalanguagetherwise’ The reasonwhy Tarski's
particularpartitioning of the sentencess interestingis that Convention(T) is, in fact, satisfied
(but seefootnoteb).

The fact that the T-biconditionalsfollow from Tarski'sdefinition allows him to saythat he
has,in somesensegiven a mathematicatlefinition of truth. Whateverelse,his definition does
seemto allow the semanticascenthat logical positivistswanted. So the precisemathematical
notion"x O TRUE" cando at leastsomeof the work we wanteddoneby a notion of truth. One
of the questiond will askaboutthe semanticdor languageswith their own truth predicatess
this: canthe metalinguisticnotionsintroducedn thatsemanticde putto the sameuseasTarski's
notion of truth?

Contemporarywork on the liar's paradoxdealswith object languagesmuch more like the
abstractnterpretedanguagesetup at the beginningof this section,thanwith objectlanguages
asconceivedby Tarskiin [27]. We canarticulate(strictly speakingin the metametalanguage)

aversionof Convention(T) suitablefor abstracinterpretedanguages.Fix aninterpretedobject

Tarski notesthat, strictly speaking this criterion must be statedin the metametalanguageFurthermoreany
proof thata particulardefinition of TRUE meetsthis criterion mustbe carriedout in the metametalanguagel owe
this observationto PeterWoodruff.) If we restrict ourselvesto the metalanguagethe bestwe can do is show
particularT-biconditionalsfor particularsentences.
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languagel. = [$, D,, I [P First translateevery term constantc of the objectlanguageto the
term‘l (c)' of the metalanguageand every predicateconstantG of the objectlanguageto the
term ‘1 (G)' of the metalanguage.Thentranslateevery atomic objectlanguagesentencesc to
the metalanguagsentencel , (c) O |, (G)'." For eachobject-languagsentencen, this produces
a metalanguagesentencetranslation@). We then say that a definition of TRUE_ satisfies
Convention(T,) iff for every sentencea of the object languagel, every sentenceof the
following form canbe proved,in the metalanguage:

(T)) o O TRUE iff translation).
We will call thesethe T, -biconditionals. Again, for any fixed objectlanguagel, Convention
(T,) is satisfied®

Beforemoving on to the fixed point semantics| wantto notethatthe standarcheo-Tarskian

definition of thesetTRUE, depend®n no semanticor metaphysicahotions: the definition uses
alittle syntax,alittle settheoryandconceptsxpressiblen L. It might seemthatwe alsoneed
the notion of reference since the base clausesof the recursive definition of TRUE look
somethinglike this:

(1) GcOTRUE, in L iff 1.(c) O 1(G),
the right side of which might be takenas a formalizationof

(2)  Thereferent(in L) of c is in the setwhich is the referent(in L) of G.
But, asSoameg26] pointsout, |, is a purely mathematicabbject,so thateventhe baseclauses

of the definition of TRUE, do not rely on any undefinedsemanticnotions. Thus we get a

eStrictly speakingwe will articulatea different Convention(T,) for eachinterpretedobjectlanguagel..

"Strictly speaking this procedureassumeghat the metalanguagéasa namefor every constantin the object
language—ont leastthateachconstanin the objectlanguagecanbe uniquelypickedout in the metalanguagee.g.
by beingthe uniqueobjectsatisfyingsuchandsuchconditionsexpressiblen the metalanguageSoour newversion
of Convention(T) canonly be given subjectto this restriction.

8 am not surewhetherthis canbe mademathematicallyprecise. But asan intuitive criterion, | think thatit is
clearenough,andit is clearenoughthat the criterionis satisfied.
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definition of truth suitedto the logical positivists'purposesand accordingto logical positivists'
scruples.

§2. Fixed point semantics. As mentionedthe neo-Tarskiardefinition of truth-in-L is not
given for languageghat, in somesenseare ableto expressheir own truth-concepts.Suppose
thatS is an uninterpretedanguagewith a distinguishedoredicateT. And supposdhatwe want
to interpret S by defining aninterpretedanguagel. = [8, D, 10in sucha way that T expresses
truth-in-L. Supposealsothatfor everysentencex of S thereis a quote-namea’ in S.

Examplel. Let S be an enrichedversion of the languageof arithmetic, with variables,
guantifiers,and connectivestwo constantsp and A; three function symbols,s, + and x; the
identity sign, =; aunarypredicate Num; anda unarypredicate,T. S alsohasquotenames:for
eachsentencen, ‘a’ is a closedterm. Herearesometermsof S: o, A, sso,(0 + A), ‘Num(o x
A), ‘=TA

Beforetrying to interpretS sothat T expressesruth, we might startwith an interpretationof
the T-free fragmentof S. We might then see whetherthere are any ways to extend this
supposedlyjunproblematidragmentto an interpretationof the whole languages, in sucha way
that T means'true-in-L" in the resultinginterpretedanguagel.. We will takea ground model
to be a classicalinterpretationof all the namesand predicatesf S, exceptthe specialpredicate
T. We will alsoinsist both that the domainof discourseof a ground model containall the
sentenceof S andthatthe objectassignedo the quote-nameéa’ alwaysbe the sentence.

Example2. Beginningthe with uninterpretedanguageof Examplel, let the groundmodel
beM = D, I0Owith D = N O {a: a is asentenceof S}; 1(0) = 0; I(Num) = N; I(A) = =TA;
I(‘'Num(o x A)") = Num(o x A), etc.

We would like to extendthe ground model to a model for the whole languageto get an
interpretedlanguagel in which the predicateT meanstrue-in-L. Supposewe insist that the

groundmodelbe extendedo a classicalmodel. And supposehatwe wantto give the standard
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neo-Tarskiardefinitions of the setsTRUE and FALSE for the resultinginterpretedanguage
L. If T is to meantrue-in-L, thena minimal conditionon theresultingsetsshouldbe asfollows:

(3) Foreachsentencex of L, T'a' 0 TRUE iff a 0 TRUE,

(Thisimpliesthat T'a’ O FALSE, iff a O FALSE .)

(This alsoimplies thatthe extensionof T is the set TRUE, .)
Becauseof the liar's paradox,not every ground model is extendablein this way. Consider
Examplesl and2. Assumefor areductiq thatM hasbeenextendedo a modelM’ = [D, I'(]
sothatL =[S, D, I'Osatisfiescondition(3). Notethatl’(A\) = =TA. So, by condition(3), T'=TA'
O TRUE iff =TA O TRUE,. Also TA O TRUE_iff T'=TA" O TRUE, sincel'(A) = I'('=TA").
So TA O TRUE_ iff =TA O TRUE. So TA O TRUE iff TA O TRUE. This is just a
formalizationof the liar's paradox,with =TA asthe offendingliar's sentence.

In giving a semanticsfor sucha language,t is naturalto put the liar's sentence-TA into
neitherthe set TRUE nor the setFALSE, . Insteadof classicalinterpretedlanguagesMartin,
Woodruff and Kripke considerinterpretedlanguageswith truth-value gaps,languagesvhose
sentencesvill be partitionedinto threesets, TRUE,, FALSE,, andNEITHER .

In the generalcase,a gappymodelfor an uninterpretedanguageassignso every namean
objectin the domain of discourseandto every predicatetwo non-overlappingsubsetsof the
domainof discoursepoth an extensionand an antiextension. We will saythata predicatehas
beengiven a classicalinterpretationif its antiextensioris the complemenbf its extensionand
that a gappymodelis classicalif all the predicateshave beengiven a classicalinterpretation.
Givena gappyinterpretedanguagd. = [$, D, L] we candefinethreesetsof sentenceIRUE,,
FALSE, andNEITHER asfollows (I will ignorethe technologythat Tarskiintroducesto deal
with quantifiers):

Baseclauses Gc O TRUE, if I(c) O the extensionof G
Gc O FALSE if I(c) O the antiextensiorof G
Gc 0 NEITHER, otherwise.



Recursiveclausedor - -a 0 TRUE if a O FALSE
-a O FALSE, if a O TRUE,
-a O NEITHER_ otherwise
Recursiveclausedor [J (o OB) O TRUE_ if a O TRUE or B O TRUE,
(a OP) O FALSE, if a O FALSE, andp O FALSE,
(o OB) O NEITHER,_ otherwise
There are other schemesfor assigning"truth values” (including "Neither") to compound
sentences.Above we usedthe Strong Kleene Schemewhich differs from the Weak Kleene

Schemaen its interpretationof [ asfollows:

StrongKleene Scheme WeakKleeneScheme
OTFN OTFN
TTTT TTTN
FITFN FITFN
N'T NN NN NN

A third schemeis van Fraassen'supervaluatiorscheme([34]). Given a gappyinterpreted
languagd. = [, D, I[J saythata classicalinterpretedanguagd.’ = [$, D, I'[is a precisification
of L iff the extensionof each predicatein L is a subsetof its extensionin L', and the
antiextensionof eachpredicatein L is a subsetof its antiextensionin L'. Note that for a
precisificationL’, the setsTRUE . and FALSE, . can be definedusing the classicaldefinition,
sincel' is classical. We thendefineTRUE,_ = {a: a O TRUE . for all precisificationd_’ of L},
FALSE, = {a: a O FALSE. for all precisificationsL’ of L}, and NEITHER = {a: aisa
sentenceof Sanda O TRUE anda [0 FALSE }. Notethatevenwhena [0 NEITHER , we
have(a [0 -a) O TRUE,. In the weakandstrongKleeneschemesif a 0 NEITHER, then(a
0-a) O NEITHER .

Supposethat we start with a languagewhose T-free fragmentis given a classicalground
model. Canwe extendthe groundmodelto a gappymodelfor the whole languageto getan
interpretedanguagel. in which the predicateT meanstrue-in-L? A minimal conditionon the

setsTRUE , FALSE andNEITHER_ shouldbe asfollows:



(4) For eachsentencean of the objectlanguage
T'a' 0 TRUE iff a O TRUE, and
T'a' 0 FALSE iff a O FALSE,, and
T'a’ O NEITHER_ iff o O NEITHER .
This is equivalentto
(5) TRUE = theextensionof T, and
FALSE, = the antiextensiorof T.
If aninterpretedanguagesatisfiestheseconditions,we saythatit is a fixed point®

Martin and Woodruff'sand Kripke's main resultis that every groundmodelcanbe extended
to a fixed point!® In fact, mostgroundmodelscanbe extendedo a multitude of fixed points.
Thus, the fixed point approachyields a numberof plausibleinterpretationsof T, and generates
the hopethat we havethe beginningsof a semanticdor languageghat can expresstheir own
truth-concepts.

Beforemoving on to our interpretivedifficulty, | wantto notethatthe literaturecontainstwo
main proposaldor interpretingthe fixed point semantics.On the mostcommonproposaljf you
beginwith a languagevhoseT-free fragmentis interpretedwith the groundmodel M, thenthe
correctinterpretationof T is givenby the leastfixed point associatedvith this or thatevaluation
schemewherethe fixed pointsareorderedin a particularway. (See[15], [12], [1], [20], [24],

[17], and [25].) M. Kremer [18] seesthis proposalas motivated by the "supervenienceof

’Supposehatwe fix anuninterpretedbjectlanguages, with quotenamesdor the sentencesanda distinguished
predicateT. Also supposehatwe fix agroundmodelM = D, |Cfor S. Consideraninterpretedanguage. = [8,
D, I'Dwherel’ extendd by giving a gappyinterpretatiorto T. Define J(L) = [8, D, J(I')by letting J(I') agreewith
I and!l' on all constantsotherthan T, and by letting J(I') assignthe following extensionand antiextensiorto T:
extension= {a: o 00 TRUE}; antiextension={a: a 0 FALSE}. Thenthefixed pointsare preciselythe fixed
points of the "jump" operator]: they arethe gappyinterpretedanguaged. suchthatJ(L) = L.

This resultholds on the assumptiorthat the schemeusedto assigna truth-valueto compoundsentence$ias
a propertycalled"monotonicity”. The monotonicityof the schemeznsureghe monotonicity(in a certainsense)f
the jump operator(seefootnote 9), and this ensureshe existenceof fixed points. The weak and strongKleene
schemesndthe supervaluatiorschemeare monotonic,asare somevariantson the supervaluatiorscheme. Gupta
and Belnap[14] provide a nonmonotonicschemefor which the fixed point theoremholds.
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semantics",an intuition accordingto "once we are given the interpretationof all the non-
semanticalconstants,a further interpretationof the truth predicateis redundant. On this
proposal,if T is to meantruth, thenits interpretationshouldbe completelydeterminedby the
groundmodel. The superveniencef semanticgloesnot by itself dictatethe choiceof the least
fixed point asthe correctinterpretationof T: it merelydictatesthat someparticularfixed point
be assignedo eachground model. The leastfixed point has often simply seemedhe most
natural.

Kremer decisivelyarguesthat Kripke [19] doesnot endorsethis proposal. He furthermore
arguesthe supervenienceroposalis in tensionwith anotherredundancyintuition, the one
Kremerseesas motivatingthe "fixed point conceptiorof truth". Accordingto this intuition, the
intuitive concepiof truthis completelycapturedoy Kripke'sformulationin [19]: "we areentitled
to assert(or deny) of a sentencehatit is true preciselyunderthe circumstancesvhenwe can
assert(or deny)the sentencatself." This conceptionof truth favoursno particularfixed point,
sincethis formulation holds equally well of all fixed points.

Oneway to seethe differencebetweenthe two proposalss to considertwo communitiesC
and C', speakingsyntacticallyidentical interpretedfirst order languaged. andL'. Suppose
furthermorethat both languagesontaina predicateTl, andthatthe T-free fragmentsof L andL’
arerepresentedby the samegroundmodel M. Finally supposehatL andL' aredistinct fixed
points,relativeto M andto anappropriately}choserevaluationscheme.Onthenonsupervenience
proposal,both communitiesC andC' are using the predicateT to expressruth: Cis usingT
to expresgruth-in-L and C' is using T to expresgruth-in-L'. On the supervenienc@roposal,
either C is using T to expressa conceptother than truth-in-L or C' is using T to expressa
conceptotherthantruth-in-L": sincebothL andL' arefixed pointssharinga groundmodel,in
at mostone of themcanT meantruth.

Without consideringherelativemeritsof thesetwo proposalsye moveon to our interpretive

difficulty.
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83. The difficulty. Supposewe are presentedvith a fixed point: an interpretedlanguage
L, where every predicateexceptT is given a classicalinterpretationand T is given a gappy
interpretation. Furthermorewe havecondition(4), above. Sincethe point | wantto makein this
sectionis independenbf the superveniencef semanticswe will not worry whetherL is, for
example the leastfixed point relative to the groundmodeland appropriatelychosenevaluation
scheme.

In this section,my main contentionwill be

(6) the metalinguisticexpressiorix [0 TRUE ' doesnot expressthe concept'x is a
true sentenceof L" (and does not even expressan extensionallyequivalent
concept)!

The metalanguageés the languagewe are giving our semanticsin.  Since Tarski, the main
tradition in semanticshasbeento define,in the metalanguagea notion of truth for the object
language. In Tarski'ssetting,we canthink of ourselvesashavingdonejust this, becausef the
T-biconditionals. If contention (6) is right, then given a fixed point L—a languagethat
purportedly expressedts own truth-concept—wedo not, despite appearanceshave in the
metalanguagea notion of truth for the objectlanguage.

This doesnot meanthat L fails to expressits own truth-concept. Ratherit meansthat we
cannotexpresdL's truth-conceptin the metalanguagevith the formula‘x 00 TRUE'. Now, it
is not written in stonethata semanticsnustproceedby defining, in the metalanguagea notion
of truth for the objectlanguage.Perhapave canassignabstracibbjectsto the expressionsf the
objectlanguage—opartition the object-languagsentenceito two, threeor more subsets—in
a way that is still illuminating. Tarski has an answeras to why his particular two-way
partitioningof the sentencess useful: oneof the partsis the setTRUE, for which we canprove

the T-biconditionals. We are owed an answeras to why this new three-waypartitioning of

“Henceforth, we will ignore the difference between expressinga concept C and expressinga concept
extensionallyequivalentto C.
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sentencess interesting—especiallif contention(6) is right that'x 0 TRUE, ' doesnot express,
in the metalanguagethe conceptof truth in the objectlanguagel..

Now to arguefor contention(6). Recall that the generalprojectwe are consideringis to
providea semanticgor language&xpressindgheir own truth-conceptsThis projectdemandshat
the object-languagéormula Tx expresghe concept'x is truein L". Soit sufficesto arguethat
themetalanguag®rmula‘x [0 TRUE, ' doesnot expresgshe sameconcepiasthe object-language
formula Tx.

| will borrow from GuptaandBelnap[14] the pseudo-technicaiotion of the signification of
an expression: "the signification of an expressionin a world w is an abstractsomethingthat
carriesall the informationaboutthe expression'xtensionarelationsin w." This is supposed
to be a generalizatiorof the classicalnotionsof referencefor singularterms,and extensionfor
predicates. It seemghat the signification of the objectlanguagepredicateT—i.e. the abstract
objectto which this predicates assigned—isimply the orderedpair consistingof T's extension
andantiextension.The metalanguageredicatex [0 TRUE ' seemdo havethe sameextension
asT. Butit hasa different antiextension:the liar sentencenTA, is in the antiextensiorof ‘x
00 TRUE, ' but not in the antiextensiorof T. Thusthe metalanguagérmula‘x 0 TRUE ' does
not havethe samesignificationasthe object-languagéormula Tx, and so doesnot expresshe
concept’x is truein L".

A differentway to seethe pointis asfollows. First notethatwe are presentedvith a three-
way partitioningof the sentencesf L, muchasTarskiwould havepresentedis with a two-way
partitioningif L wereclassical. Givenany partitioningof the sentencesf L, onemight wonder
why it is interesting. As alreadymentioned Tarski'stwo-way partitioningis interestingbecause
we can prove the T-biconditionals(or the T, -biconditionals),givenin 81, above. But thereis
no similarly clearanswerasto the significanceof the currentthree-waypartitioning.

We do not seemto have,for example the T, -biconditionals

(T) o O TRUE iff translation@).
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To seethis, considerthe uninterpretedanguages andthe groundmodelM = [D, |Cof Examples
1 and2in 82, above. Let L = [$, D, I'Ube a fixed point, wherel" extendsl. If ‘x O TRUE'
and Tx both express"x is a true sentenceof L", then we get a false T -biconditional by

consideringa particularexample:

Objectlanguagesentence TA

Englishtranslationof TA I(A) O TRUE,.
Objectlanguagesentence =TA

Englishtranslationof =TA I(A) O TRUE,.

T, -biconditionalfor the sentence-TA -TA O TRUE, iff I(A) O TRUE,.
The T, -biconditionalis equivalentto -TA O TRUE, iff =TA O TRUE.

Thesetwo arguments—fronthe differencein the significationof ‘x [0 TRUE ' andof Tx and
from thefailure of the T-biconditionals—nobnly suggesthat TRUE, doesnot expresgruth-in-
L; they leaveit unclearwhat the interestis of the three-waypartitioning of the sentencesf L
into the subsetsTRUE,, FALSE, andNEITHER .

| wantto considerthreecomplaintsagainstthis line of argumentation:

Complaintl. Although‘x O TRUE ' doesnot expresgruth-in-L, the three-waypartitioning
of the sentencess still interestingsincewe havecondition(4), at the endof §2, asananalogue
of Convention(T).*?

Complaint2. The pointis well-taken,butit hasnothingspecialto do with theliar's paradox:
the problemcanbe raisedin any semanticghat usestruth-valuegaps.

Complaint3. | haveinterpretedhe fixed point semanticdy concentratingon the goingson
in asinglefixed point. But, on oneinterpretationjt is the totality of fixed pointsextendinga
groundmodelthatis significant.

ConsiderComplaintl. Condition(4) showsthat the three-waypartitioning of the sentences

into TRUE_, FALSE, andNEITHER, alwaysputsa andT'a’ in the samecategory. But this

2Note that McGee's[22] "material adequacycondition” is the analoguejn his context,of condition (4).
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alonedoesnot showthat the three-waypartitioningis interestingor illuminating. It is easyto
comeup with completelyboring three-waypartitionsthat alwaysputsa and T'a’ in the same
category?® Perhapsvhatis morerelevantis that condition (4) is equivalentto condition (5):

(5) TRUE = theextensionof T and
FALSE, = the antiextensiorof T.
But taking condition(5) to be a suitableanalogueof Convention(T) assumeshatthe notionsof
extensionand antiextensiorare semanticallysignificant. But, in a way, this is exactlywhat is
at issue: the role of the notions of extensionand antiextensionis, after all, to generatethe
definitionsof TRUE, andFALSE,, andwe are now questioningof the semanticsignificanceof
thesedefinednotions.
| shouldadd that condition (4) can be consideredan analogueof Convention(T), oncewe
have establishedthat the metalinguistic notions, TRUE,, FALSE, and NEITHER, are
semanticallysignificant. The satisfactionof condition (4) might thenbe a necessargondition
for T to meantruth: we might requirethe semanticgo treata andT‘a’ in the sameway, in at
least somerespects. Thereis an importantdisanalogywith Convention(T): Convention(T)
demandssomekind of equivalencebetweenan object-languagesentenceand a metalanguage
sentencewhereascondition(4) requiressomekind of equivalencébetweertwo object-language
sentences.
| will considerComplaint2 in 84 and Complaint3 in 85.
84. Other gappy semantics. Thereareotherlinguistic phenomenéor which truth-value-gap
semantichaveseemedppropriatenotablythe phenomenomf vaguenesy: An oversimplified
semanticsfor a first order object languagewith vague predicates(but precise namesand

guantifiers) might be given by consideringthe gappy models for uninterpretedlanguages

Divide the sentenceito threesets, X = {a: o is a sentencandthe predicateG occursin a} (perhapsn the
scopeof quotationmarks),Y = {a: a is a sentenceandthe predicateH occursin a} andZ = {a: a is a sentence
and neitherG nor H occursin a}.

“Thereis alsothe phenomenof nondenotingingularterms,which | will ignorefor the purpose®f this paper.
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suggestedn the middle of 82, above. Recallthatin a gappymodel,a predicates assignecot
only anextensiorbut anantiextensionywherethesedo not overlap. Theideais thatwith avague
predicateG, thereareclearcut casef objectsthatare G (thesearein the extensiorof G), there
areclearcut casef non-Gobjects(thesearein the antiextensionandthereareborderlinecases
(theseare in neither):®> Given an interpretedvaguefirst order languagel, the setsTRUE,,
FALSE,_ andNEITHER, (or
INDETERMINATE,) canbe definedby the weak or strongKleeneschemethe supervaluation
schemepr by someotherscheme.

Fine[11] andMcGeeandMcLaughlin [23] prefera variationon the supervaluatiorscheme.
If we considerall precisificationsof the languagel, then,for any two vaguepredicatesG and
H, if G andH sharesomeborderlinecaseghenthe sentence§Ix(Gx — Hx) andOx(Hx - GX)
comeout indeterminateatherthantrue. But we mightwant‘all bachelorsaareunmarriedalways
to comeout true, evenif ‘bachelor'and ‘unmarried'are both vagueand shareborderlinecases.
One way aroundthis is to addto the notion of an interpretedlanguagea setA of constraints
(whatFine calls"penumbralconnections”)A might simply be a setof object-languagsentences
that are consideredanalytic. Say that a precisification that satisfies these constraintsis
acceptable In particular,if A is a setof object-languagsentenceshena precisificationL’ is
acceptableff A [0 TRUE .. TRUE is redefinedsothata [0 TRUE iff a O TRUE. for each
acceptableprecisificationL’ of L. Similarly, FALSE is redefinedsothata 0O FALSE iff a
[0 FALSE . for eachacceptablgrecisificationL’ of L. And a O NEITHER, iff a 0 TRUE . and
a O FALSE, .*®* Similarly for FALSE, andNEITHER . OnereasonMcGeeandMcLaughlin

%0One oversimplificationis that we are not obviously allowing for borderlinecasesor borderlineness;asesof
higherordervagueness.

¥\McGeeand McLaughlininsistthat "the ideathata sentencés definitely trueif andonly if it is truein every
memberof a certainclassof modelsneedsto be clearly distinguishedform the thesisthat a sentenceof a vague
languageis definitely true if andonly if it is truein all the fully preciselanguageghat canbe got by makingthe
given languageprecise." They considerthe secondthesisinsupportable: "we cannotget from Englishto a fully
preciselanguagemerely by decidingwhat to say aboutsomehard caseswvhich Englishusageeavesunsettled"(p.
227). | haveseteverythingup in termsof interpretedlanguagesatherthan uninterpretedanguagesand their
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preferthe supervaluatiorschemas that,asopposedo the Kleeneschemesit preserveglassical
logic: all classicaltheoremsarein TRUE for everyinterpretedanguagel..

The questionariseswhether’x [0 TRUE,' expresseshe concept'x is a true sentenceof L".
We cannotapply considerationdike those of 83, since theseconsiderationsdependon the
existenceof atruthlike predicatein the objectlanguage. McGeeand McLaughlindo, however,
maintainthat thereis an importantsensein which ‘x 0 TRUE,' doesnot expressthe intuitive
conceptof truth (in L): theytakeit to expressa relatedconcept,definitetruth.t’ They present
interestingdifferencesbetweenthe behaviourof ‘x [0 TRUE ' and‘x is a true sentenceof L'
(understooddisquotationally). They argue, for example,that simple truth distributes over
disjunction—@ O B) is trueiff a is true or B is true—while definite truth doesnot. Similarly,
they arguethat ‘Harry is bald'is eithertrue or false,but they notethat ‘Harry is bald'is neither
definitely true nor definitely false.

Grantedthat TRUE, capturesa new notion of definite truth ratherthan truth, what is the
significanceof this new notion? McGeeand McLaughlin suggestthat it capturesa notion of
truth whoseunderlying principle is in conflict with the disquotationprinciple, as leastwhenit
comesto vaguediscourse: "the correspondencerinciple tells us that the truth conditionsfor
a sentencareestablishedy the thoughtsandpracticesof the speaker®f the languageandthat
a sentencas true only if the nonlinguisticfacts determinethat theseconditionsare met."

Therearetwo problemsl wish to raisefor this semantics. Firstly, Tarski had a criterion of
adequacyConvention(T), for his notionof truth, a criterionintimately relatedto the disquotation
principle. We are now trying to capture,with the formal definition of TRUE, a notion of

definitetruth thatwe havedivorcedfrom the disquotationaprinciple. Whatcriteria of adequacy

models. This might seemto favour the secondhesis,but it is actuallyneutralbetweerthe two approachesWhile
the gappily interpretedanguagel. might be seenasa formalizationof a languagen use,the precisificationsof L
canbe seenas mathematicahbstractionsiseful for giving a semanticgor L.

YMore precisely,they takeit that the intuitive conceptof truth bifurcates,upon philosophicalscrutiny,into a
disquotationakonceptof truth anda "semantic"conceptof definite truth.
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might we imposeon a formal definition of definite truth? Whatevercriteria we use,they will
haveto involve our intuitions aboutcorrespondencayhich aremuchlesssuccinctlyexpressible
thanis Convention(T). Thesecriteriamightinvolve the purposesve takethe notion of definite
truth to serve.

Secondly, Tarski'swork was donein the contextof logical positivism, which was highly
skepticalaboutsuchnotionsas correspondence Despite Tarski'sclaims to have capturedthe
intuitive correspondenceotionof truth, whatreally justified him was,asjust mentionedthe fact
that his definednotion satisfiedConvention(T): Tarski'snotion of truth allowedthe semantic
ascentthat the logical positivists were after!® Can the notion of definite truth be justified
without appealto "correspondenceihtuitions?

| will put off discussionof correspondencantil 86, below. For now | point out that there
might be a way to justify the notion of definite truth for vaguelanguageswithout appealto
intuitions surroundingcorrespondencegnd on the basisof a notion of simple truth satisfying
Convention(T). Note that if we usethe supervaluatiorsemanticsthen definite truth in L is
definedin termsof simpletruthin all acceptablelassicabprecisificationsof L. And simpletruth
in theseclassicalprecisificationssatisfiesthe appropriateversionof Convention(T), becausehe
precisificationsare classical? The notion of definite truth captureswhat it is that all the

acceptableConvention-(T)-satisfyingnotionshavein common. In somesensegdefinite truth is

Byarious authors,notably Etchemendy[2], arguethat this is all that Tarski was after. See§6, below.

¥We might be remindedof McGeeand McLaughlin'sworriesraisedin footnote16: theyworry thatthinking
of precisificationsasmorepreciselanguagess besetby a numberof problems. In particularthey proposethat "the
meaningf certainEnglishtermsrequiresthatthe termsbe vague"(p. 229). They continue,"thereis no plausible
reasorto believethatexamininga classof languagesvhoserulescontradictthe rulesof Englishwill castanyuseful
light uponthe semanticsof English." | seemto be proposingpreciselythe analysisof "precisification"to which
they object. But my point canbe recastin termsthat| think thatthey would find unobjectionable.They saythat
their position"doesnot requirelooking at a lot of differentlanguageshut ratherlooking at alot of differentmodels
.. of thevaguelanguagevhosesemanticsve aretrying to describe'(p. 228). If we think of precisificationsasjust
that,thenwe haveto recastour talk of "truth in aninterpretedanguage.” in termsof "truth of a vaguelyinterpreted
languagel in a precisemodelM", andwe would haveto recastour statemenbf Convention(T,), but this canbe
done.
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the greatestommonapproximationof all the acceptableversionsof Convention-(T)-satisfying
truth

How does this tie into our discussionof the semanticsfor the liar's paradox? Recall
Complaint2 at the endof §83: thatthe worry | raisedaboutthe new metalinguisticnotionshas
nothing specialto do with the liar's paradox,sincethe problemcan be raisedin any semantic
contextin which truth-value gapsseemappropriate. In a sensethis is right: the notion of
definite truth (TRUE) for vague interpretedlanguagesdoes not have the straightforward
justificationandutility thatthe notionof simpletruth for preciseinterpretedanguagesas. But
| claim thatthe analogougproblemis moreacutefor the fixed point semanticof 82 thanfor the
semanticsfor vague predicates. The reasonis that thereis no analoguefor the fixed point
semanticsto the line of defence,sketchedtwo paragraphsack, of the semanticsfor vague
predicates. The problemis thatin the caseof the fixed point semanticsthe precisificationsof
L donotin anyclearway obeythe appropriateversionsof Convention(T). To seethis, consider
the uninterpretedanguageS and groundmodelM = [D, I10of Examplesl and2 in 82, above.
Recallthatl(A) = -TA. AndletL = [$, D, | [Obe somefixed point relativeto the supervaluation
scheme.Finally, supposédhatL’' = [, D, I'Tlis a precisificationof L. The liar's paradoxseems
to providea counterexampléo the claimthatL' obeysthe appropriatesersionof Convention(T),
whetherwe takethe object-languagéormulaTx to expressin L', truth-in-L' or truth-in-L, asthe
following argumentshows.

Supposehe object-languagéormula Tx expressesn L', truth-in-L'. Then Convention(T)
requiresthatfor eachsentencex of L', T'a’ 0 TRUE. iff a O TRUE.. Theargumenfrom this
to a contradictionhasalreadybeenrehearsedT‘-TA' 0 TRUE. iff -TA 0 TRUE.. Also TA [
TRUE,. iff T'=TA' O TRUE. sincel'(A) = I'('=TA"). SoTA O TRUE. iff =TA O TRUE.. So
TA O TRUE,. iff TA O TRUE.. On the otherhand,supposehe object-languagéormula Tx

expressedn L', truth-in-L. ThenConvention(T) would requirethat for eachsentencex of L',

2This line of defenceis unavailablefor a semanticof vaguenesshat usesone of the Kleeneschemes.
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T'a' 0 TRUE. iff a O TRUE. We know that-TA [0 TRUE,. So,assumingConvention(T),
T-TAN' O TRUE.. SoTA O TRUE.. So-TA O TRUE. sincel' is classical. This lastclaim
is simply not true of all precisificationsL' of L. Perhapsit is true of all acceptable
precisificationgi.e. thoseobeyingappropriatelyspelledout constraints).In thatcase we would
have-TA OO TRUE,. for all acceptablerecisificationd.’ of L. Butin thatcase~TA 0 TRUE,.
But -TA O TRUE,.

Sotheline of defencefor our semanticsor vaguepredicatesannotbe reusedio defendthe
fixed point semanticsevenwhen we are using the supervaluatiorscheme. So the unclarity
surroundingthe significanceof the definition of TRUE is evenmoreworrisomein the caseof
the fixed point semanticghanit is in the caseof the semanticdor vaguepredicates.

85. One fixed point vs. the totality of fixed points. Supposeéhata communityspeaksa
languagavhosesyntaxis representetdy thefirst orderlanguages, which includesa quotename
‘a’ for eachsentencex, anda specialone-placepredicatel. On boththe superveniencandthe
nonsuperveniencegroposalsas | have consideredthem, the total language spoken by a
communityis representedby an interpretationof S, which givesa classicalinterpretationto the
T-free fragmentof S and a possiblygappyinterpretationto T. SupposehatL is the resulting
interpretedlanguage. On the nonsuperveniencgroposal for interpreting the fixed point
semantics,in order for T to meantruth-in-L, it sufficesthat L be a fixed point. On the
supervenienceroposallL mustbe,for example the leastfixed point determinedoy the ground
modelinterpretingthe T-free fragmentof S. On eachof theseproposalsio interpretT astruth
is to assignit an extensionand an antiextensiordeterminedoy someparticularfixed point.

But it might be notedthat much of the interestingmathematicawork on fixed points has
centredon thetotality of fixed pointsrelativeto a groundmodel,andon how they arestructured
and relatedto one another. Secondly,certainvery intuitive definitions rely on the totality of
fixed points. For example et thetruth-tellerbethe sentencehat saysof itself thatit is true, just

asthe liar saysof itself thatit is false. Intuitively the truth teller is troublesomebput it is not
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paradoxical: it doesnot seemto force inconsistency. Kripke definesa sentenceo be non-
paradoxicalif it hasa definite truth-valuerelativeto somefixed point. Thetruth-tellerturnsout
to be non-paradoxicalWwhile the liar is paradoxical. And this notion of non-paradoxicality
requiresus to considerall the fixed points.

The nonsupervenienceroposaltakesthe totality of fixed points more seriously than the
superveniencproposal. But acommunity'danguages, evenon the nonsuperveniengeroposal,
representedby a single fixed point. This seemsat oddswith the ideathat importantsemantic
notionssuchas non-paradoxicalityshouldbe definedby quantifying over all fixed points: i.e.
all languagesspokenor not, thatboth sharethe community'sgroundmodelandsatisfycondition
(4), above.

A third proposal,which is a kind of supervenienc@roposal takesa community'slanguage
to be determinedoy the interpretatiorof its T-free fragment,andinterpretsT via a very abstract
object: the classof all fixed points?* On this account,the semanticsdoesnot assignto each
sentence singlevalue TRUE , FALSE or NEITHER . It seemseachsentencas assignech
function from fixed points to thesevalues. On this picture, no conceptdefined in the
metalanguagevenpurportsto be a metalinguisticcharacterizatiorof truth.

But thenthe old questionarisesagain: in what senses this abstractassignmenbf objects
to expressions$o be countedasa semantics?Of whatinterestarethe centralsemanticnotions?

Oneansweris thatit providesus with a theoryof goodinference In fact, this answemight
alsobegivenby a non-superveniendieorist,sinceboth sheandthe newtotality-of-fixed-points
theoristmight quantify overall fixed pointsin giving a semantiaccountof goodinference. This
answeris encouragedy the logic of truth givenby M. Kremer[18]. Relyingon all the fixed
points, Kremer gives a very naturaldefinition of when one formula logically implies another:
a = B iff for eachgroundmodelM andeachfixed point L extendingthe groundmodel,if a O

TRUE, thenp O TRUE andif B O FALSE, thena O FALSE . Kremershowsthatthis relation

ZAGuptaand Belnapmentionthis proposalin footnote40 in Chapter3 of [14].
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admits of a very naturalsoundand completeaxiomatization. The proof that the semanticds
significantis in the eleganceof the logic that the semanticanotivates.

On the other hand, Kremer'sdefinition of logical consequenceelies on the notion of the
formulaa beingtrue relativeto afixed point. But we havealreadyseenthatthe notion of truth-
relative-to-a-fixed-points not clearly a notion of truth atall. If logical consequences defined
aspreservatiorof this—this thing which is not really truth—thenit is unclearwhy we shouldbe
interestedn logical consequence.

Onemight respondto this worry by claiming that we already knowwhich logical inferences
arethe goodones,andthat the semanticgs merelya formal devicefor encodingthem. This is
thekind of story you might tell aboutmodallogic: if we alreadyknow thatthe principlesof S4
encodethe right modal principles, we might want a mathematicaltool for studying these
principles. And the possibleworld semanticsloesthe trick. Unfortunately,in the caseof the
logic of truth, we do not "alreadyknow" which inferencesare goodones®? We are pretty sure
that you caninfer ‘a is true' from a andvice versa. But our intuitions are unclearprecisely
wherethe semanticsyou choosemakesa difference. If you choosethe fixed point semantics
with the strongKleeneschemefor example then(T a’ 0 -T'a’) is not a theorem. But if you
choosedhesupervaluatioschemeor the semanticof GuptaandBelnap[14], then(T'a' O-T a")
is atheorem. The semanticnotionsseemto be doing more work thanmerely encodingalready
well-acceptednferential patterns.

86. Two interpretations of Tarski. Tarski defineda notion of truth for certainformal
languagesandhis methodsevolvedinto thoseusedto definetruth-in-L for classicalinterpreted
first orderlanguaged..?® The importanceof thesenotionslies in the T-biconditionals. Fixed

pointtheoristgry to extendthework of Tarskiandhis peersto formal languageshatcanexpress

2ANe probablydo not know this in the modal caseeither.

ZIn my informal remarks,| am not going to be too careful to distinguish Tarski's notion of truth from its
successorthe notion of truth-in-an-interpreted-language truth-in-a-model.
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their own truth-concepts. While we can use fixed points to define, in the metalanguagea
numberof notionsfor the objectlanguagewe havebeenarguingthat we do not define,in the
metalanguageg notion of truth for the objectlanguage.The questionarises: Whatgoodarethe
notionsthat we do define? One answerwas that they give a theory of good inference. This
answerwasfound to be unsatisfactory.

We should recognizeat least the mathematicalsimilarity betweenthe new notions and
classical neo-Tarskiannotion of truth-in-L. So it might help to consider philosophical
interpretationsof Tarski and the classical notion, in order to consider the philosophical
significanceof the work on fixed points.

Two principal interpretationsof Tarski's work are interpretationsof him as a kind of
deflationistabouttruth (see86.1); andinterpretation®f him asa correspondencéheoristabout
truth (see86.2). Etchemendyj2] proposeghe first interpretationand hints at the second. He
takesTarskito havereplacedheintuitive notion of truth with a quasi-deflationishotionof truth,
usefulfor somepurposes.But he also suggestghat Tarski'sdefinitions canbe reinterpretedas
substantiakclaims aboutthe ordinary intuitive notion of truth, in sucha way that truth depends
in part on the linguistic behaviourof speakers.

86.1. Tarski the deflationist. Oneway to geta handleon Etchemendy'snterpretationis to
considerthe following two biconditionals,where we are assumingthat L is an appropriate
fragmentof English:

(7) ‘Snow is white' 0 TRUE _iff snowis white.
(8) ‘Snow is white' is a true Englishsentenceff snowis white.

(7) is theoremof settheory (extendedwith somesyntax). Meanwhile,Etchemendytakesit
that (8) expresses substantiveand contingentfact, a truth that dependson how speakersof
English usetheir words. As Etchemendyinsists, ‘Snow is white' might have beenfalse even
though snow were white—for exampleif ‘snow' referredto grass. The suggestionis that

genuinelysemantianotionsarenotionsthatdependn someway or otheron the usepeoplemake
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of words. Etchemendyhensuggestshat Tarski'srecursivedefinitionsof the setTRUE canbe
convertedinto substantialsemanticclaims about the ordinary conceptof truth, simply by
replacingthe occurrenceof the phrase’x 0 TRUE ' with the phrase'x is true (in L)'.

Theremight be anotherway to makethe point. If we are thinking of Englishas a certain
interpreted language—inour technical senseof interpretedlanguag&—then even (8) is a
theoremof settheory. But Etchemendy'point can be capturedby comparinga different pair
of biconditionals:

(9) ‘Snow is white' 0 TRUE iff snowis white.

(10) ‘Snow is white' is true-relative-to-a-particular-speakenfP snowis white.
It is a contingentmatterwhere(10) holds,but not becauset is a contingentmatterwhetherthe
word ‘snow’ refers,in English,to snow. Rather,it is a contingentmatterwhetherP is speaking
alanguagéan which the word ‘snow’ refersto snow. On this line, if P usesthe word ‘snow' to
referto grassthenP is not speakingenglish: the appropriaténterpretatiorof the sentenceghat
P uttersdoesnot assignsnowto ‘snow'. This suggests definition of truth-relative-to-a-speaker:

(11) X istrue iff X O TRUE_, wherelL is the languagethat P speaks.
This definition hingeson theideaof P speakinga particularinterpretedanguageanideawe will
worry aboutlater.

According to Etchemendy,Tarski is not attempting to capture the intuitive notion of
truth—whethetthis is thoughtof astruth relativeto a speakeor truth plain andsimple. Rather
Tarskiis providing a replacementoncept,which can be usedfor the purposeghat the logical
positivistswanted: for semanticascent. It is worth noting that, for thesepurposesye actually
want a notion for which the truth of the T-biconditionalis not contingent. To usean example
from Field [8], whenwe say,"If the axiomsof Euclideangeometryweretrue thenthe laws of
physicswould be different" we needa notion of truth thatdoesnot dependon how speakersise

words in other possibleworlds.  Unfortunately,this deflationistinterpretationof TRUE is

%This, of course,is an idealization.



24
simply unavailablen the contextof the fixed point semantics.Without Convention(T), TRUE,
is simply not usefulfor semanticascent.

86.2 Correspondence. Tarski often insists that his notion of truth is a correspondence
notion. (See[29] and[30].) This seemsat oddswith Etchemendy'sleflationist reading of
Tarski'swork, a readingwhich is not uncommon.

Consideranabstracinterpretedanguagd. = [§, D, | ] We couldrecastthe standarcheo-

Tarskiandefinition of truth-in-L first by definingreference-in-Lof termsandpredicatesandthen

by defining truth-in-L in termsof reference-in-L. The definition of reference-in-Lwould go as
follows, for any term or predicateconstantX:
(12) Thereferent of X =1 (X).
If L is afragmentof English,then(12) might be a handyway of summarizinga ratherlong list,
(13) Thereferent of ‘France'is France
The referent of ‘England'is England

The referent of ‘is a country'is the setof countries

since I, is simply the set of orderedpairs { CFrance’, Francé] CEngland’, England) Cis a
country', {x: x is a country}] ...}.  We can then give the standardrecursive neo-Tarskian
definition of truth-in-L, startingwith the baseclauses,

(14) Gc O TRUE iff thereferent of ¢ O the referent of G.

Doesthis definition provideda correspondenctheoryof truth-in-L? In somesenseyes: the
notion of truth-in-L is definedin termsof correspondencdsetweenexpression®f the language
and objectsin or subsetsof the domain of discourse. But in that case,the conceptionof
referencegivenin (12) or (13) is likewise a correspondenceonceptionof reference. If this is

all we meanby a "correspondenceonception”of a notion like truth or referencethenthereis
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no conflict betweercorrespondenceonceptionsandthe quasi-deflationargonceptiorattributed
to Tarski by Etchemendy.

But somethingmorerobustis often expectedrom a correspondenceonceptiorof truth. We
havealreadyseenthis, for example,from McGeeand McLaughlin [23]: "the correspondence
principle tells us that the truth conditionsfor a sentenceare establishedoy the thoughtsand
practicesof the speakersf thelanguageandthata sentencés trueonly if the nonlinguisticfacts
determinghattheseconditionsaremet.” Notethatthe neo-Tarskiarconceptiorof truth-in-L for
interpretedanguaged. cannotaccommodatéhe correspondencprinciple thusarticulated. An
interpretedanguagel is a mathematicabbject. If we fix aninterpretedanguagel, thenthe
truth-in-L of a particularsentencef L hasno moreto do with the thoughtsandpracticesof any
speakerghan doesthe primenesf a particularnaturalnumber®

Robustcorrespondenceprinciplesonly make sensewhenwe move from abstractsemantics
for languagesonceivedasmathematicabbjectsto semanticappliedto realspeakers.Suppose
that P is a speakerandyou wantto definethe set TRUE; of sentenceshataretrue-for-P. If P
is fixed, then one strategyis to give a two-stepdefinition: stepl is to stipulatethat P speaks
such-and-suckanguagel, andstep?2 is to define TRUE; = TRUE,. Sucha definition might
be correct,or "materiallyadequateto useTarski'sphrase—whatevahe adequacyonditionsare
for a definition of "true-for-P". But thereis a sensederivedfrom the classicdiscussiorof Field
[3], in which sucha definition canbe seenas problematic,if we wantto know whatit is for a
sentencdo be true-for-P.

Consideran analogy: you wantto explainthe notion of a "constitutionalmonarchy"to me.
You definea setCM = {The UK, Sweden,The Netherlands,..}, andthenyou definex to bea
constitutionalmonarchyiff x 0 CM. Your definition might be extensionallycorrect,but you
havenot successfullycharacterizedhe conceptof a constitutionalmonarchy. Thoughl cantell

thatCanadas a constitutionaimonarchyby looking atthelist of elementsof CM, | havenoidea

This echoesSoames'point, cited at the end of §1, above.
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what makesCanadaa constitutionalmonarchy,or whatit is for Canadato be a constitutional
monarchy.

Our definition, above,of the set TRUE, doesnot proceedsimply by giving a list. However,
thedefinition relieson alist to getoff theground. Thereasoris that,in stipulatingthat P speaks
the languagel, you are effectively giving a list-like stipulationof the most basicword-world
relation. This relationis givenby theinterpretatiorfunction|,, whichis simply a setof ordered
pairs, a list assigningsomeobjectto eachname,somesetof objectsto eachpredicatesymbol,
andsoon. If we wantanilluminating specificationof the sentenceghataretrue-for-P,thenwe
mightwantanilluminating accountof which nonlinguisticobjectscorrespondo which termsand
predicatesas P usesthe termsand predicates—herwe postponehe issueof in what sensewe
wantthe accountto be illuminating or whatwe wantit to illuminate. To give suchan account
presumablyrequiresmore than merely stipulatingthat P speakdanguagel., which is, in effect
the giving of alist: we wantto know on accountof what P speakdanguagel..

In [3], Fieldimaginesgiving a generailluminating definition of "a is true-for-P"in two steps.
First we give anilluminating non-list-like accountof "the namec refers(for P) to the objecto”
and"the predicateG refers(for P) to the setS of objects”. In particular,Field envisionsgiving
a physicalisticallyacceptableccountof reference-for-mn somethindike causakerms: in terms
of complexcausalrelationsbetweenP's usesof the basicexpression®f his languageand the
objectsor setsof objectswith which P interacts. Note thatit is a contingentquestionof what
object the namec refers-to-for-P. The first part of Field's definition gives us, in effect, an
illuminating accountof what languageP speaks The secondpart of the definition is thento

definetruth-for-P astruth-in-L wherelL is the language that P speaks®

%In orderto give a truly non-list-like definition of truth, we shouldalso give a physicalisticallyacceptable
accountof whatit is for a speaketo usethis expressiorfor disjunction,thatexpressiorfor universalguantification,
andsoon. Presumablytheaccountwill notbein termsof causalinteractionsbetweerexpressionen onehandand
disjunction,universalquantification,or whateveron the other.
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The biconditional
(14) ‘Snow is white'is true-for-Piff snowis white,

is now contingentsinceit is a contingentguestiorwhether'snow' refers-for-Pto snow. If things
hadbeendifferent, P'suseof theword ‘snow' might havebeencausallyrelatedto grass,jn which
caseP would havespokena languageotherthanEnglish. This accountof truth for a speakeiis
akind of causal-correspondenaecountsinceit essentiallyinvolvesa causalstory aboutwhich
namescorrespondo which objectsandsoon. This storywill likely alsoinvolve "the thoughts
and practicesof speakerof language'as McGeeand McLaughlin put it.

Thelastpartof Field'sstoryshouldtell uswhatthis causal-correspondentieeoryof truth-for-
P is goodfor. He voiceshis hunchasfollows: "the original purposeof the notion of truth ...
wasto aid usin utilizing the utterancef othersin drawing conclusionsaboutthe world.” A
causal-correspondenoetion of Truth-for-Pties a speaker'sissertiongo the actualobjectsthat
the assertionsareabout,in sucha way thatwe canaccountfor that speaker'generalreliability
regardingtheseobjects. More importantly, we can thus use the speaker'sassertiongo draw
conclusionaboutthe world. An accountof whatlanguageP speaksshouldbe "illuminating” in
this sense:it shouldbe partof a story that sheddight on our ability to useothers'assertiongo
draw conclusionsaboutthe world 2’

Canwe usethe notion of correspondenct help us interpretthe fixed point semantics®ne
thing our discussionhas broughtout is the potential utility of both a disquotationalnotion of

truth, for suchthingsassemantia@ascentanda notionof correspondenceég accountor speakers

7t is worth noting that Field'sprojectis less"bottom-up"thanit might seem: theappropriatenessf a particular
causalaccountof referencaultimatelydependon the utility of theresultingnotionof truth for explainingour ability
to usethe utteranceof othersto draw conclusionsaboutthe world. So, it might be argued the ultimate units of
semanticsignificancearesentenceandnot subsententiaéxpressionsin [8], Field considersa numberof otheruses
to which a correspondencaotion of truth might be put, or for which it might be needed. In [8], Field is leaning
strongly towardsa deflationaryconceptionof truth. In [9] and[10], his conversionseemscomplete.
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reliability.”® Grover[12] developsthe disquotationaintuition: shesuggestghat the sentence
‘a istrue'is to be understoodasaninheritor. (Seealso[13].) An inheritor is an expressiorthat
somehowpicks up its contentfrom anotherexpression. The classicinheritorsare pronounsof
lazinessasusedin ‘Dorothy wentto the storeand sheboughtgloves':the pronoun‘she’ picks
up it referentfrom its antecedent.The antecedenof the sentenceéa is true'is the sentencen,
which itself might havean antecedentlf all goeswell, theseinheritancechainscometo anend,
andget"grounded'in sentencesvhich arenot themselvesnheritors,but which gettheir content
in someotherway.

Supposdhatwe combinetheideaof the object-languageredicatel asaninheritancedevice
togethemwith the desireto developa metalinguisticnotion not of truth but of correspondencéor
some speakerP: a notion of correspondenc¢hat will explain the fact that we can use P's
assertiongo learnaboutthe world. Supposehat we have somehowcookedup a non-list-like
physicalisticallyacceptablespecificationof referencefor all of the namesand predicateghat P
uses,otherthan T. This determinesa ground model for P, though which ground model it
determineswill be an empirical question. Given a ground model for P, can we developa
metalinguisticnotion of correspondence-for-P?

Beforel try to answerthatquestion| wantto dealwith two issues. First, | wantto point out
one way in which our intuitions concerning correspondenceliverge from our intuitions
concerningruth-as-an-inheritance-devic&Vith truth so conceivedthe claim thata sentenceas
not true shouldhavethe samecontentasthe claim that the negationof the sentences true. But
with correspondencéhis intuition is not so strong. In particular,thereseemto be two waysin
which a sentencecanfail to correspondcanfail to be usefulfor drawingconclusionsaboutthe
world): on the one hand its negation might correspond;on the other hand it might be

semanticallydefectivein someway, for exampleit might containa non-referringsingularterm.

#In 84, we saw that McGee and McLaughlin [23] also conceive of their metalinguistic notion as a
correspondencerotion, which they distinguishfrom a deflationarynotion of truth. SeealsoMcGee[22]. | will say
more abouttheir conceptionof affairs at the end of this section.
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Or, what is more relevanthere,it might be an ungroundednheritor. Given thattherearetwo
waysthat a sentencecanfail to correspondjt seemswe want to define,in the metalanguage,
threesetsof object-languagesentences.The setof corresponderghe setof anti-corresponders
(theseare the sentencesvhose negationscorrespond);and the set of ungroundedsentences.
Among the correspondergve wantthe atomic sentence&sc wherethe referentof c is in the set
referredto by G. And we do not wantinheritorsthat neverget grounded nor do we wanttheir
negations.

Second,| want to point out that the truth-as-inheritance-devic@tuition suggeststhe
superveniencef semantics.l might haveprejudicedthe caseby supposinghatwe havecooked
up a non-list-like physicalisticallyacceptablespecificationof referencefor all of the namesand
predicateghat P uses,otherthanT. But, if we aregoingto interpretT asaninheritancedevice,
we already havean interpretationof T, andwe shouldnot haveto addanotheroneon top of it.
Anotherway to seethe pointis to considera truth teller: supposehatt is a name,M = [D, IO
is agroundmodelrepresentingacommunity'suseof the T-free fragmentof its languageandI(1)
= Tt. On the nonsuperveniencapproachthe community could be speakinga languageL in
which Tt correspondsi.e. Tt is thekind of thing we canuseasa guideto theworld. But there
doesnot seemto be any non-circularplacefor Tt to getits content: Tt initiates an infinitely
long inheritancechain, Tt, Tt, TT1, ... It nevergets"grounded"in a sentencewhich is a non-
inheritor, and which getsit contentin someotherway. To the extentthat the chain doesget
grounded,it getsgroundedin the sentencelT itself: Tt might getits contentin someother
way—e.g.by stipulationof the community'selders—buin thatcaseT is no longeractingpurely
asan inheritancedevice.

My ploy is goingto be pretty transparent.l am goingto makea go of usingthe fixed point
semanticsto define the metalinguistic notions of correspondenceanti-correspondenceand
ungroundednessStartingwith a groundmodel,| am going to settleon a particularfixed point.

| am going to suggest philosophicalinterpretationof this fixed point: it providesthe desired
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three-waypartition of the sentences.We do not havea metalinguisticnotion of truth: thatis,
we do not havea metalinguisticpredicate'x is true'that actsasan inheritancedevice. But we
will havea metalinguisticpredicate,x corresponds'.And | suggesthat this notion can serve
Field'spurpose,'to aid usin utilizing the utterance®f othersin drawingconclusionsaboutthe
world."

Therearetwo decisiondo make,andthe currentinterpretivesettingmight helpus makethem.
Decisionl: Which schemeshouldwe usefor evaluatingthe correspondence-valud compound
sentences?Decision2: Which fixed point?

We canmakeDecision2 by consideringKripke's construction,in [19], of a particularfixed
point, the so-calledleastfixed point. Supposehatwe haveassignectorrespondencealuesto
all the sentenceshat do not containthe predicateT. Thesesentencesvill all be grounded. So
if a if one of thesesentencesthen T'a’ will also be groundedand should get the same
correspondencgalue. So this generatesorrespondencealuesfor a bigger set of sentences.
We thenusethe appropriateschemeo get correspondencealuesfor compoundf these. But
we now have an even bigger set of groundedsentences. For eacha amongthese,we can
evaluatehesentencd a', gettinganevenbiggersetof groundedsentencesThis procedurewill
eventuallyleadusto a particularfixed point, the leastfixed point. Kripke definesa sentenceo
be groundediff it getsa definite truth-valuein the leastfixed point. In the currentsetting,we
have given the samedefinition of groundednessyut our motivation hasbeenin termsof the
interpretationof the object-languageredicateT hasan inheritancedevice,andin termsof the
metalinguisticallydefinedpropertiesnot beingtruth andfalsity and neither, but corresponders
anticorrespondersind ungrounded?®

We still have Decisionl: which schemeshouldwe usefor evaluatingthe correspondence

value of compoundsentences?f we haveto choosebetweenthe Kleeneschemegadaptedo

2| do not seehow to provide a similar interpretationof the totality of fixed points,or of any other particular
fixed point.
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correspondencealues).the questionboils downto this: If P correspondandQ is ungrounded,
does(P O Q) correspondor is (P O Q) ungrounded? Recall that the idea that an utterance
correspondss ultimatelytied to the notion of the utility of the utteranceor the listenerswho are
trying to find out aboutthe world. Supposéd know thatP correspondsndthatQ is ungrounded
andthatR anti-correspondsd,e. that =R corresponds.And supposehat| utter (P [0 Q) on one
occasionand (P O R) on another. By the adaptedclassicalrules for [J, we saythat (P O R)
corresponds But whenl uttered(P [0 Q), wasthe utility of my utteranceio my listenersnot just
as greataswhen| uttered(P O R)? It seemsthe utility of both utteranceds similar: taken
seriously,they both narrow down the options;they both guide my listenersinto exploring two
possibilitiesratherthanmore;andsuch. Soit seemghatif we take (P O R) to correspondvhen
P correspondsand =R correspondsthen we should also take (P [0 Q) to correspondvhen P
correspondsaindQ is ungrounded.Thuswe shouldopt for the strongKleeneschemeratherthan
the weakone.

What aboutthe supervaluatiorschemewhich agreeswith the strongKleeneschemeon this
example? There are disagreements: accordingto the strong Kleene scheme,(Q 0O -Q) is
ungroundedsince Q is ungroundedwhile accordingto the supervaluatiorscheme (Q [0 -Q)
corresponds.On oneintuition, (Q O -Q) is in fact ungrounded: it doesnot inherit any more
contentthan its disjuncts. Perhapsit getsits contentfrom its syntactic form—all logical
theoremsare groundedon the supervaluatiorscheme. But thereis a quite different argument
againstthe supervaluatiorscheme.

In the contextof the semanticdor vaguepredicatesye saythata sentences definitelytrue
in L iff it is truein all acceptablerecisificationd.’ of L. The notionof truthin a precisification
L' is classicalsincel' is classical. McGee[22] presentghe following glosson how we should
understandan acceptableprecisification of L: "A possible world [i.e. an acceptable
precisification] representsnot a way things might have been, but a way things might be

consistentwith the totality of the empiricalfacts and our linguistic commitments"(pp. 197-8).
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(Herethe "totality of empiricalfacts"is representedby the gappyinterpretationof the language,
andthe "linguistic commitmentsare representedby the setof constraints.)

This glossis plausibleenoughin the contextof the semanticdor vaguepredicates:if Harry
is a borderlinecaseof baldnessthenboththe claim that Harry is bald andthe claim that Harry
is not bald are consistentvith the empiricalfactsandour linguistic commitmentspecausehese
facts and commitmentdeavethe questionof Harry's baldnessopen. But in the contextof the
semanticdor languageswith their own truth predicate this glossdoesnot work. If we try to
pushthe analogythrough,thenwe haveto saythattheliar is a borderlinecaseof truth. But we
do not wantto continueby sayingthat both the claim that the liar is true andthe claim that it
is not true are consistenwith the empiricalfactsandour linguistic commitments. In fact, each
of theseclaims is inconsistentwith empirical fact that I(A) = =TA and with our linguistic
commitmentsconcerningtruth.

Sothe notion of a precisificationhasa coherentinterpretationin the semantic§or vagueness
thatit just doesnot havein the semanticgor languagesvith their own truth predicates.But the
supervaluatiorschemeis only as philosophicallycoherentasis the notion of a precisification.
So, pendinga betterglosson the notion of a precisification,| concludethatwe shouldrejectthe
supervaluatiorscheme.

| havebeenexploringthe ideathat the metalinguisticnotion ‘x [0 TRUE," is not a notion of
truth, but a notion of correspondence—aotion useful in explaining why we can draw
conclusionsaboutthe world from the utterancef others. This is very closeto McGeeand
McLaughlin'sbifurcationof the notion of truth into a correspondenceotion of definitetruth, and
a deflationarynotion of truth*® Shortly,| will contrastthe approachin McGeeandMcLaughlin
[23] andMcGee[22] to my approachwhich wasarrivedatindependently).Beforel do, | want

to point out that the fact that they think of the two notionsas distinct notionsof truth while 1

McGee[22] creditsthis bifurcationto Field [8].
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havedeclinedto usethe word ‘truth’ for the metalinguisticnotionis really only a terminological
difference.

The maindifferencebetweentheir approactandmineis thatthey considerthe truth predicate
to be on a par, semantically with the otherpredicates. This is especiallyclearin McGee[22].
McGeeexplicitly proposedreatingthe object-languageredicateT asa vaguepredicatewith a
semanticvalue of the samesort asthe semanticvalue of ‘bald’. To be sure,T hasa different
semantiovaluefrom ‘bald’' andthe penumbraktonnectionsurroundingl arequite differentfrom
those surrounding‘bald’, but the two predicatesare of the samesemantictype. The main
probleml seewith this assimilationis that, while the supervaluatiorschemeseemsappropriate
for the semanticof vaguenesd, havearguedthatit is innappropriatdor the semanticof truth.

| haveproposedGrover's[12] treatmenbf T asaninheritancedevice,or aninheritor-forming
operator. Onthisline, onedoesnot give the semantiacontributionthat T makesto the sentences
T occursin by displayinganextensiorandantiextensiorfor T. Ratherthesemanticontribution
thatthe occurrenceof T in T'a’ makesto T'a' is to point T'a" anaphoricallyto the sentence,
so that they are given the same correspondenceonditions. T appearsto be assignedan
extension-antiextensiopair in the leastfixed point and in eachgappy interpretedlanguage
leadingup to the leastfixed pointin the Kripkeanconstruction. But the orderedpairsapparently
assignedo T asthe constructionproceedsare betterthoughtof as progressiveestimatef the
setof correspondersand anti-correspondergatherthan progressiveestimatesof the semantic
valueof T.

§7. Concluson. A semanticsfor a languageis often given by assigningobjects to
expressionsand giving rulesaccordingto which the semanticvaluesof compoundexpressions
dependsn somesystematiovay on the semanticsvaluesof their parts. When presentedvith
a semanticsit is alwayslegitimateto ask,whatis the significanceof the semanticnotionsthus

introduced?
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The semanticvalue of declarativesentencesvill oftenbe truth values,or someotherobjects
which determinetruth values. This neednot be the case: one might, for example,hopefor a
semanticghat assigngo eachsentenceghe modeof its verification, or someidealizationof it.

| havebeentaking Tarski'ssemanticgo partition the sentenceito two subsetsTRUE and
FALSE. Thisis equivalento assigningo eachsentenceneof two truth values,T or F. | have
consideredone answer as to the significance of Tarski's semantics: becauseof the T-
biconditionals,we canusethe technicalnotion of truth to effect the semanticascentwantedby
the logical positivists. Tarski'ssemanticanight be evenmore significantthanthat: with the
appropriatesupplementationwe might be ableto useTarski'ssemantionotionsto shedlight on
languageacquisition, the content of thoughts, the utility of others' utterancesin drawing
conclusionsaboutthe world, and so on.

The fixed point semanticsalso seemdo assigntruth valuesto sentences—perhap®t to all
sentenceshut to many of them. (If a sentencex 0 NEITHER , then,on a naturalaccount,a
is assignedho truth valueatall.) But| havearguedthatthe notion of "truth" introducedinto the
metalanguagby thefixed point semantidheorist—a®pposedo the notionof truthin the object
language—isot genuinelya notion of truth. And it becomedegitimateto ask,whatis the point
of the notion? What purposecanit serve?

One possibility is to adaptField's suggestiorthat, with the appropriatesupplementationthe
classicalnotion of truth canbe usedin the explanationof why we candraw conclusionsabout
the world from utterancef others. Field suggestsa causal-correspondendkeory of truth,
basedon a causal-correspondent®eoryof referencegogethemwith a Tarskiandefinition of truth
in termsof reference.l exploredthe possibility of puttingthefixed point semanticsersatznotion
of "truth"—what | simply call correspondence-to the sametask as Field wantsto put the
classicalnotion of truth. One bonusof this approachis that it gives us principled reasongor
choosingamongfixed points,andfor choosingamongschemegor assigningvaluesto composite

sentences.
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Unfortunately,causal-correspondentieeories—whetheof truth or of correspondence-are
endangeredy a numberof difficulties. Thereis the inscrutability of referenceiit is simply
unclearthat we cantell a causalstory picking out a determinatereferencefor eachnameand
eachpredicate so asto explainthe reliability of speakerd? Thereis the problemof reference
to abstractobjects, such as numbers,which can hardly be accountedfor in causalterms®
Thereis a further worry, expressedy Field in [9] that bearsdirectly on his proposalin [3]:
"there are plenty of exampleswhere the indication relations [the supposedcausal-physical
correlationdbetweerbetweerbelief statesandutterance®n onehandandtheworld on the other]
don'treflect what we would intuitively regardastruth conditions."

Unhappy with correspondenceheories, we might look for other interpretationsof the
metalinguistianotionsproduceddy thefixed pointsemantics Oftencontrastedo correspondence
theoriesof truth is Davidson'distinctiveappropriationof Tarski'swork. For Davidsontherole
of the metalinguisticsemanticnotion of truth is the part it plays in interpreting others. To
interpretanotheris to try to makesenseof herasarationalagent. This involvestwo interwoven
projects: to attributeto her beliefs and desires,and to provide for her utterancesa Tarskian
theoryof truth. An interpretationis successfulnsofarasit succeedsn renderingthe otheras
rational,andthis involvesrenderingtrue mostof herbeliefs,desiresandutterances.Thereis no
needto provide a causal-correspondendhleory or any other theory of the referenceof an
interpretee'subsententiaéxpressionsheyonda merely stipulativelist. As long asthe holistic
constraintsare met, the interpretationwill be reckonedas successful.

| think that it would be an extremelyinterestingprojectto considerwhethera Davidsonian
interpretercaninterpreta speakewho hasatruth predicatehatsheappliesto herown sentences.

If the interpreteris constrainedo usinga Tarskiantheoryof truth, thenno, notif the interpretee

*ln [4], [5] and[6], Field arguesquite convincingly that the inscrutability of referencecan be handledwithin
an appropriatelytweakedversionof a correspondenctheory of truth.

%2This, | takeit, constitutessomeof the motivationfor [7].
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canexpresgheliar's paradox. But perhapghe interpretercanappealo a fixed point semantics,
or someother Tarski-inspiredsemanticdor languagesith their own truth predicates.

Fixedpointsemanticarenotthe only semanticgor languagesvith their owntruth predicates.
Guptaand Belnap's[14] revisiontheory of truth, for example,is like the fixed point semantics
in thatit builds uponthe classicalneo-Tarskiamotion of truth-in-a-modef® GuptaandBelnap
neverdefine"a is truein M", for sentencest andgroundmodelsM. But theydo definevarious
notionsof "a is valid in M", all of which agreewith the neo-Tarskiardefinition of "a is truein
M" in non-paradoxicatontexts. It would be worth consideringwhatthe significanceis of these

notionsof validity-in-M, alongthe samelines| havebeenpursuingin this paper.
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