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1 Summary of Necessary/Sufficient Conditions

1.1 Lagrange Multiplier Theorem:
Necessary Conditions

Nonlinear Program:

min
x∈F

f(x)s.t.hi(x) = 0, i = 1, ...,m

Assume that the constraint gradients are ∇h1(x
∗),∇h2(x

∗), ...,∇hm(x∗) are linearly
independent. If x∗ is a local minimum of f subject to h(x) = 0, then there exists
a unique vector λ∗ = (λ∗

1, λ
∗

2, ..., λ
∗

m),called Lagrange multiplier vector such that

∇f(x∗) +
m∑

i=1

λ∗

i∇hi(x
∗) = 0.

In addition, if f and h are twice continuously differentiable, we have

yT (∇2f(x∗) +
m∑

i=1

λ∗

i∇
2hi(x

∗))y ≥ 0∀y ∈ V (x∗),

where
V (x∗) = {y|∇hi(x

∗T y = 0, i = 1, ...,m}

From now on, the following function is defined as L(x, λ), the Lagrangian function:

L(x, λ) = f(x∗) +
m∑

i=1

λ∗

i hi(x
∗)

1.2 Lagrange Multiplier Theorem:
Second-order Sufficient Condition

Nonlinear Program:

min
x∈F

f(x)s.t.hi(x) = 0, i = 1, ...,m

1



Assume that f and h are twice continuously differentiable, and let x∗ ∈ Rnandλ∗ ∈
Rm satisfy

∇xL(x∗, λ∗) = 0,

∇λL(x∗, λ∗),

yT∇xxL(x∗,λ∗)y>0,

∀y 6= 0with∇h(x∗)T y = 0.

Then x∗ is a strict local minimum of f subject to h(x) = 0. In fact, there exists
scalars γ > 0 and ǫ > 0 such that

f(x) ≥ f(x∗) +
γ

2
‖x − x∗‖2, ,∀xwithh(x) = 0and‖x − x∗‖ < ǫ.
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