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Understanding Probability Laws
The basic laws of probability, called Kolmogorov’s Axioms, are:

1) For any event A, P(A) ≥ 0.

2) P(S) = 1.

3) If A and B  are two mutually exclusive events (i.e., they cannot happen simultaneously), then P(A ( B) = P(A) + P(B).

To achieve an understanding of the laws of probability, it helps to have a concrete image in mind.  I hope the following examples will help.

Consider a single roll of two dice, a red one and a green one.  The table below shows the set of outcomes in the sample space, S.  Each outcome is a pair of numbers--the number appearing on the red die and the number appearing on the green die.  The event that consists of the whole sample space is the event that some one of the outcomes occurs.  This event is certain to happen; if we roll the dice, the outcome cannot be something other than one of the 36 outcomes listed in the table.  Therefore, the probability associated with the event S is  P(S) = 1.

	Number on Green Die
	1
	(1, 1)
	(1,2)
	(1, 3)
	(1, 4)
	(1, 5)
	(1, 6)

	
	2
	(2, 1)
	(2, 2)
	(2, 3)
	(2, 4)
	(2, 5)
	(2, 6)

	
	3
	(3, 1)
	(3, 2)
	(3, 3)
	(3, 4)
	(3, 5)
	(3, 6)

	
	4
	(4, 1)
	(4, 2)
	(4, 3)
	(4, 4)
	(4, 5)
	(4, 6)

	
	5
	(5, 1)
	(5, 2)
	(5, 3)
	(5, 4)
	(5, 5)
	(5, 6)

	
	6
	(6, 1)
	(6, 2)
	(6, 3)
	(6, 4)
	(6, 5)
	(6, 6)

	
	
	1
	2
	3
	4
	5
	6

	
	
	Number on Red Die


If the dice are fair, then each of the 36 possible outcomes is equally likely.  Also the 36 possible outcomes are mutually exclusive--only one of the outcomes can happen on any roll of the dice.  Consequently, to find the probability of the event consisting of just one of the outcomes (any one), we simply divide the probability of the entire sample space by 36.  Therefore, for example, P(1,1) = 1/36.  Also, P(4,5) = 1/36, P(2,3) = 1/36, etc.

Any event is a subset of the entire sample space.  For example let A be the event that the sum of the numbers on the dice is 7.  This event consists of 6 of the possible outcomes:

A = {(1,6), (2,5), (3,4), (4,3), (5,2), (6,1)}.

The event A that the sum of the numbers on the dice is 7 is the same as the event that the outcome of the roll is (1,6) OR (2,5) OR (3,4) OR (4,3) OR (5,2) OR (6,1), as circled in the table.  By the sum law for mutually exclusive events, the probability that event A happens is

P(A) = P(1,6) + P(2,5) + P(3,4) + P(4,3) + P(5,2) + P(6,1) 

        = 1/36 + 1/36 + 1/36 + 1/36 + 1/36 + 1/36

        = 1/6.

Now let the event B be the event that the number showing on the green die is 1.  This event may also be described as the event that the outcome of the roll of the dice is (1,1) OR (1,2) OR (1,3) OR (1,4) OR (1,5) OR (1,6), as circled in the table.  Again, by the sum law for the probability of mutually exclusive events,

P(B) = P(1,1) + P(1,2) + P(1,3) + P(1,4) + P(1,5) + P(1,6)

        = 1/36 + 1/36 + 1/36 + 1/36 + 1/36 + 1/36

        = 1/6.

Let the event C be the event that the number showing on the green die is 6.  This event may also be described as the event that the outcome of the roll of the dice is (6,1) OR (6,2) OR (6,3) OR (6,4) OR (6,5) OR (6,6), as circled in the table.  As before, by the sum law for the probability of mutually exclusive events,

P(C) = P(6,1) + P(6,2) + P(6,3) + P(6,4) + P(6,5) + P(6,6)

        = 1/36 + 1/36 + 1/36 + 1/36 + 1/36 + 1/36

        = 1/6.

Let the event D be the event that the neither number appearing on the dice is greater than 4.  This event may also be described as the event that the outcome of the roll of the dice is (1,1) OR (1,2) OR (1,3) OR (1,4) OR (2,1) OR (2,2) OR (2,3) OR (2,4) OR (3,1) OR (3,2) OR (3,3) OR (3,4) OR (4,1) OR (4,2) OR (4,3) OR (4,4), as shown in the table.  The probability of this event is

P(D) = P(1,1) + P(1,2) + P(1,3) + P(1,4) + P(2,1) + P(2,2) + P(2,3) + P(2,4) + P(3,1) + P(3,2) + P(3,3) 

+ P(3,4) + P(4,1) + P(4,2) + P(4,3) + P(4,4)

        = 16/36

        = 4/9.

The Sum Law for Mutually Exclusive Events:
The events B and C are mutually exclusive--either the number appearing on the green die is 1 or the number appearing on the green die is 6.  The events cannot both happen on the same roll of the dice.  Therefore, by the sum law for the probability of mutually exclusive events,

P(B or C) = P(B) + P(C) = 1/6 + 1/6 = 1/3.

The Sum Law for Events That Are Not Mutually Exclusive:
On the other hand the events A and B are not mutually exclusive--they have the outcome (1,6) in common.  This outcome constitutes the event that the number appearing on the green die is 1 and the number appearing on the red die is 6.  It is also the event called “A and B”, because it is the one outcome that appears both in the set of outcomes that make up the event A and in the set of outcomes that make up the event B.  Now let’s compute the probability of the event “A or B”.  In terms of the outcomes in the sample space, the event “A or B” is the event that the outcome of a roll of the dice is (1,6) OR (2,5) OR (3,4) OR (4,3) OR (5,2) OR (6,1) OR (1,1) OR (1,2) OR (1,3) OR (1,4) OR (1,5) OR (1,6).  Note that the outcome (1,6) appears twice in the list, because it is both in event A and in event B.  If we were to simply add the probabilities of the outcomes of A and the probabilities of the outcomes of B, we would be counting the outcome (1,6) twice, because it appears in both events.  Therefore, to remove the repetition, we add the probabilities of all of the outcomes, but then subtract the probability of the outcome (1,6):

P(A or B) = 6/36 + 6/36 - 1/36

    = P(A) + P(B) - P(A and B)

    = 11/36. 

Conditional Probability and Independence:
Now consider the event A|D.  This is the event that A happens, given that we know that D happens.  In other words, we are given the information that the outcome of the roll of the dice is one of the outcomes appearing in event D, and we are asked “What is the probability that this outcome is in event A.  Since we are conditioning on event D, we may think of this as reducing our sample space of possible outcomes to just those 16 outcomes listed for event D.  Of those outcomes, 2 are also in event A.  These 2 outcomes make up the event “A and D”.  The probability of the event A|D is then the ratio of the number of outcomes that are in both A and D to the number of outcomes that are in D:

P(A|D) = 2/16 = 1/8.

This probability may be found from the table directly, as shown above, or it may be calculated from the defining formula for conditional probability:
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Now two events are considered independent if the probability that one of them occurs is not affected by the occurrence or non-occurrence of the other.  Events A and D are not independent because the probability of occurrence of A, P(A) = 1/6, is not equal to the probability of occurrence of A|D, P(A|D) = 1/4.  The fact that the outcome of the roll of the dice is in the event D has an affect on the probability that the outcome is in event A.

Another example may be useful in trying to understand the concept of conditional probability.  Consider two tosses of a coin.  The sample space is shown below, using a tree diagram.  The outcome of the second toss is unaffected by the outcome of the first toss.  Assuming that we have a fair coin, the probability of getting a Head on the first toss is P(H) = 1/2 and the probability of getting a Tail on the first toss is P(T) = 1/2.  Also, on the second toss, the probability of getting a Head is P(H) = 1/2 and the probability of getting a Tail is P(T) = 1/2.  The sample space for the two tosses is S = {HH, HT, TH, TT}.  Since the sample space contains all possible outcomes of the two coin tosses, P(S) = 1.  Also, since we have no reason to believe that one of the 4 outcomes is any more likely to occur than any other, then

P(HH) = P(HT) = P(TH) = P(TT) = 1/4. 

First toss

Second toss

Outcomes
H

      HH



     H

T

      HT

H
 
      TH

      T

T

      TT

Now let’s consider the event that the outcome of the second toss is a Head, given that the outcome of the first toss is a Tail--H|T.

Since the outcome of the second toss is independent of the outcome of the first toss, then P(H|T) = 1/2.  Let’s look at this probability using the definitional formula for conditional probability.
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Now the probability of “H and T” is 1/4, and the probability of “T on the first toss” is 1/2.   Therefore 
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This is the same as P(H on the second toss).  Therefore the events “T on the first toss” and “H on the second toss” are independent.

Consider two events A and B.  The definition of conditional probability says that

(1)
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Also,

(2) 
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If we multiply the equation (1) by P(B) on both sides, and multiply the equation (2) by P(A) on both sides, we get

(3)
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and

(4)
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Two events, A and B, are said to be independent if
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and                         
[image: image10.wmf](

)

(

)

B

P

A

B

P

=

|

.

Substituting into either equation (3) or equation (4) gives
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Therefore two events are independent if the probability that both occur is equal to the product of their individual probabilities.
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