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Abstract. Alzheimer’s disease can severely impair the independent life-
style of a person. Dem@Care is an European research project that con-
ducted a study for timely diagnosis of Alzheimers disease by collecting
everyday motion data from couples (or dyads), with one of the person
in the couple having AD. Their results suggest that AD can be detected
using everyday motion data from accelerometers. They did evaluation
based on leave-one-person-out cross-validation. However, this evaluation
can introduce bias in the classification results because one of the person
from the dyad is present in the training set while the other is being tested.
In this paper, we revisit the Dem@Care study and propose a new evalua-
tion method that performs leave one-dyad-out cross-validation to remove
the dataset selection bias. We then introduce new domain specific fea-
tures based on dynamic and static intervals of motions that significantly
improves the classification results. We further show increase in perfor-
mance by combining the proposed features with new time, frequency
domain and baseline features used in the Dem@Care study.

Keywords: machine learning, cross-validation, accelerometer, Alzheimer’s dis-
ease, feature extraction

1 Introduction

As the population of elderly people increase, more cases of Alzheimer’s disease
(AD) and dementia are reported. According to Alzheimer’s Association, one in
10 Americans age 65 and older has AD in 2017 [1]. AD is listed as the sixth-
leading cause of death in the United States [1]. AD destroys brain cells that
impairs the thinking ability and deteriorates memory, which in turn impairs ev-
eryday activities of daily living (ADL) by significantly changing the temporal
structure of these activities [2]. An early detection and prediction of such be-
haviours may allow the application of required interventions to deal with this
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cognitive degeneration problem. However, typical clinical assessment approaches
have an episodic nature [3] and tend to introduce a high level of subjectivity [4].
Clinicians also lack a comprehensive view of the person’s ADL, which can only
be provided by continuous monitoring [4].

With the advancements in sensor technology and cost effective sensing de-
vices, it is feasible to perform continuous and longitudinal monitoring of elderly
people in smart homes [3, 2]. Dem@Care is an European research project for
timely diagnosis, assessment, maintenance and promotion of self-independence
of people with dementia [5]. One of their studies is related to detecting the ef-
fects of AD from everyday motion behavior [2]. This study used machine learn-
ing methods on motion data collected from community-dwelling individuals with
and without AD. Their results suggest that changes of everyday behavior in peo-
ple with AD are detectable in motion data collected using accelerometer. They
collected motion data from several dyads (couples) with one partner diagnosed
with AD and one partner being a healthy control. They extracted frequency
domain and principal component analysis (PCA) features from this data, tested
several machine learning algorithms using leave-one-subject-out cross-validation
(LOSOCV) and reported high classification accuracy.. The LOSOCV method-
ology adopted in this study suffers from a drawback that one participant of
the dyad is always present in the training set while the other participant of
that dyad is being tested. Since both the participants in a dyad lived together,
they may bear resemblance in their lifestyle and ADL. During the LOSOCV,
an inadvertent bias may be introduced while training the model leading to high
detection rates. In such a case, the classifier could be mapping a ‘similar’ par-
ticipant present in the training set to a participant being tested, rather than
identifying the patterns related to AD. To circumvent the problems associated
with the above cross-validation method, we propose to use leave-one-dyad-out
cross-validation (LODOCV) that keeps the dyad for testing separate from the
training test . Then, we utilize domain knowledge about the motor behaviour of
people with AD and infuse that knowledge to the classifiers with corrected eval-
uation method. Our results show improved detection rate by combining motion
based domain features with new evaluation methodology.

The rest of the paper is structured as follows. Section 2 presents literature
review on using sensor technology and machine learning techniques to identify
AD or dementia. In Section 3, we describe the Dem@Care dataset, data pre-
processing, and feature extraction methods. In Section 4, we present the new
dynamic and static interval based features along with new time and frequency
features to handle this problem. Section 5 presents the classification results under
both LOSOCV and LODOCV framework and different feature regimes. Section
6 concludes the paper with pointers to future research directions.

2 Literature Review

Researchers have been using various sensors and machine learning techniques
to detect dementia in older adults. Accelerometer is the most commonly used



body-worn sensor for dementia detection [6, 7]. Researchers have also adopted
heterogeneous sensors to create smart ambient environment, or smart homes,
for assessing cognitive health and detecting dementia related symptoms. For
instance, passive infrared motion sensors were installed in home environments
to detect motion patterns of older adults at home [8]. Sensors were attached on
objects or items at home such as door, telephone, broom, tea cup, kettle, etc., to
monitor activities that involved interaction with these objects [9, 10]. Wristband
that contains sensors to monitor motion intensity and vital signs were also used
in several research [8, 11, 3]. Vision sensors that are either in the form of camera
or kinect are also used for this task [4, 12, 13].

The aforementioned sensors used in dementia detection generated heteroge-
neous data, which are used to extract features of monitored targets. Examples
of those features include motion, physical activity, use of appliances, etc. Nor-
mally, the extracted features from sensor data are either statistical, temporal,
frequency based, or domain specific. For instance, features extracted from ac-
celerometers includes zero crossing rate [14, 6], area under magnitude of the Fast
Fourier Transform (FFT) [15], peak acceleration and energy [16], etc. Kinect-
based vision sensor provided features like relative and absolute joint angles and
distance to the hip center [17]. Smart home sensors usually generate event-based
or triggering-based features such as binary, change-point and last-fired features
[11]. These features were then fed into various algorithms for dementia detection.
There were mainly two type of algorithms, namely, statistical [18] and machine
learning [3, 19, 9]. Commonly used statistical methods were analysis of variance
and correlation analysis. These methods were used to study the correlations
between sensor data and dementia-related parameters such as apathy [20], agi-
tation [14] and gait [21]. Various machine learning algorithms have been used to
detect dementia-related symptoms or abnormal activities, for example, Support
Vector Machine algorithm has been used for agitation detection [15, 16], mobility
assessment [22] and activities recognition [23].

Most of the studies were conducted in an instrumented lab environment [22,
17], however, a free-living environment may be more naturalistic to test the real
effect of proposed methods [23, 2]. The study by Kirste et al. [2] involved two
partners (a dyad) living in the same residence/home. In each dyad, one part-
ner was diagnosed with AD and the other one was a healthy control. Moreover,
the number of study participants in different studies varied greatly from less
than 10 to more than 100 [6, 14]. Some of the studies only recruited healthy
adults and simulated behaviors of older adults based on defined protocols [3,
16]. These proposed sensor systems and algorithms reported various detection
accuracy for dementia. Alam et al. [23] and Dawadi et al. [24] both investi-
gated automated assessment of activity performed by older adults with demen-
tia to detect function decline due to reduced task quality. Alam [23] claimed
sequencing and interruption scores that were higher than Dawadi et. al’s [24] in
measuring correlation of supervised task quality scoring with observed activity
performance of dementia patients using supervised machine learning methods.
Marcén et. al reported 78.86% accuracy of classifying AD and healthy controls



through detecting nocturnal agitation [16], whereas a similar study revealed a
much higher accuracy of 94.1% on detecting psycho-motor agitation [15]. The
varieties in reported accuracy can be explained from different settings of the
studies, including the choice of sensors, data collection methods and evaluation
criteria. Machine learning algorithms with different cross-validation evaluation
methods can yield different accuracy even if other settings are kept same. K-fold
[3, 23] and leave-one-out cross-validation techniques [19] were commonly used
in the reviewed studies. Kirste et. al [2] and Chikhaoui et. al [17] used leave-
one-subject-out cross-validation whereas Riboni et. al [9] used leave-one-day-out
cross-validation.

In this paper, we revisit the study performed by Kirste et. al [2] to detect AD
from everyday motion data using accelerometers. We will use their data, test
it with a new cross-validation method and introduce new dynamic and static
interval based domain features and compare with their method of evaluation.

3 Dem@Care Study

3.1 Dataset

The study by Kirste et al. [2] attached an ankle-mounted accelerometer on each
participant to collect their everyday motion behavior data. The raw data was
the magnitude value of the normalized acceleration measured by the 3 axes
accelerometer. The data set included motion data from 78 subjects (39 dyads).
In the dataset, there was no data for 2 subjects; therefore, the number of subjects
for this paper is 76 (38 dyads). An average of 53.4 hours of data were collected in
the original study. We were shared with 5 types of data sets that were prepared by
processing the data using a low pass filter with different frequencies (0.5, 5, 25, 50
and 250mHz). The data sets were named F1 to F5 corresponding to the five
frequencies. For instance, the F1 data set was created from the raw data using
a 0.5 mHz low pass filter.

3.2 Data Processing

As each subject were sampled at different times using the same sampling rate,
the timestamps for each subject were slightly different even if we selected the
same time window, for instance, between 22:00 on Day 1 and 22:00 on Day 2.
Table 1 shows an example for the first two timestamps after 22:00 on Day 1 for
two subjects. It can be seen that the data were sampled at different starting time
after 22:00, one was at 22:02 and the other one was at 22:08. As all subsequent
data were sampled in 50mHz (every 20 seconds) in this setting, the data for
different subjects were therefore not sampled at the same time points. To make
the samples comparable with each other, an interpolation of data is needed to
synchronize data for all subjects. Ignoring this step may lead to undesirable
results. To make the data points consistent with timestamps, we generated a
reference array of timestamps between 22:00 on Day 1 to 22:00 on Day 2 based on



a sampling rate used to generate the corresponding data set. The starting time for
all 5 data sets was exact 22:00. Thus, an array containing reference timestamps
can be obtained. For example, for the data set sampled in 50mHz, we obtained
an array of 4320 timestamps (24 hour * 60 minutes * 60 seconds * 0.05). Then,
we used MATLAB’s interp1 function [25] to generate the interpolated data. To
prepare for interpolation, data of every subject were trimmed to 24-hour data.
Only the data that has timestamps between 22:00 on Day 1 to 22:00 on Day 2
was kept. The rest of data were discarded in this paper.

Table 1: Example of Timestamps in Different Samples

Sample

Motion Data
Timestamp Value

Participant 1

22:02 1.7084
22:22 1.8173

Participant 2

22:08 2.1343
22:28 2.0467

3.3 Model Settings

The machine learning model that gave the highest classification accuracy in the
study by Kirste et al. [2] applied the model settings shown in Table 2. PCA
was used to reduce the dimension of features generated by applying FFT on the
original data. Six different time windows were tested in the original model. The
24-hour time window, which is from 22:00 on Day 1 to 22:00 on Day 2, was re-
ported to give the best results. The better results on 24-hour time windows over
other sub-windows of smaller duration may be because the time window includes
a full cycle of a person’s motion patterns from getting up from bed to going to
sleep. This will cover different types of activities that a person would perform in
a typical day. Therefore, we use the 24-hour window to build our models. They
tested different machine learning classifiers and found that Quadratic Discrim-
inant Analysis (QDA) classifier with the data set processed using 50mHz filter
showed the best classification accuracy. To evaluate the classifiers, they adopted
LOSOCV methodology.

Table 2: Model Settings for the Best Classification Accuracy
Category Setting

Feature 4320 FFT

Reduced Features 5 PCA features

Time Window for Data Collection 22:00-22:00

Low Pass Filter on Datasets 50 mHz low pass filter

Machine Learning Classifier Quadratic Discriminant Analysis



4 Revised Evaluation and Infusing Domain Knowledge

In the Dem@Care study, LOSOCV is employed for the evaluation of classifiers.
This means that one of the person from the dyad will be present in the training
set. This can bias the performance because both the person in the dyad lived
together and may have done similar activities. To avoid such evaluation bias,
we present LODOCV. In LODOCV, if there are N dyads present (or 2N total
number of subjects), we train a classifier on (N−1) dyads (or (2N−2) subjects)
and test on N th dyad (or 2 subjects). We repeat the process N times and present
the average performance. Performing LODOCV ensures that one dyad for test-
ing will not be observed during training and biases due to similar actions of the
subjects may be eliminated. To evaluate the effect of the new LODOCV eval-
uation on the Dem@Care dataset (discussed in Section 3.1), we extracted 4320
FFT features from the raw data and computed 5 PCA features on the entire
feature data. Then, we trained different machine learning algorithms on the 5
data sets corresponding to different low pass filters (F1-F5). The machine learn-
ing classifiers used in this paper were Support Vector Machine (SVM), Random
Forest (RF), and Quadratic Discriminant Analysis (QDA). For RF classifier, the
number of trees was 100. LODOCV were performed with all machine learning
classifiers along with LOSOCV to compare different evaluation methods.

4.1 Time and Frequency Features

In order to investigate the performance of revised evaluation methodology, we
extract the following additional 10 time and frequency domain features [26] from
the different accelerometer datasets within a time window of 24 hours:

– Mean, maximum, minimum, standard deviation, inter-quartile range,
– Total average power of power spectral density,
– Spectral entropy,
– DC component of energy,
– Normalized energy, and
– FFT entropy

These features have been used earlier for activity recognition tasks. We com-
pare and combine the time / frequency domain features with the proposed fea-
tures, which are described in the next section.

4.2 Dynamic/Static Interval based Features

People with dementia / AD may exhibit different behaviours than healthy older
adults, especially at different times of the day. This is referred to as ‘sundowning’
effect, where a person with dementia / AD can become more agitated, aggressive
or confused during late afternoon or early evening [27]. Hsu et al. [21] show
that gait and balance based quantitative measurements can be good indicators
for early diagnosis of AD. We extend this idea to measure dynamic and static



intervals from the accelerometer readings. A dynamic or static interval is defined
as the total time period during which a person has more motor activities or not.
The level of activity was deduced from the acceleration magnitude values that
was consecutively higher or lower than a pre-defined value. This pre-defined
threshold was empirically set to 4 in the unit of acceleration magnitude. The
choice of the value 4 was based on the best accuracy obtained from multiple
experiments using values range between 1 − 5. This threshold will determine
dynamic and static intervals in the overall motion activities of a person during
the whole day. Figure 1a and 1b shows the dynamic intervals (in red color) and
static intervals (in blue color) for a dyad that has a healthy person and another
with AD at different times of the day. We can visually observe that the person
with AD is more active during the later part of the day. We extracted 12 features
based on these dynamic and static intervals. The features were extracted from
the entire 24 hour data to obtain an overall motion pattern. Then, the day’s
data was divided into four 6-hour periods to capture motion information that
may arise due to sundowning effect or other behaviours in specific quarters of
the day. The following is the table of the extracted features:

Number of points in each dynamic and static intervals in 24 hours

Number of dynamic and static intervals in 24 hours

Number of dynamic and static intervals from 12:01 am - 6:00 am

Number of dynamic and static intervals from 6:01 am - 12:00 pm

Number of dynamic and static intervals from 12:01 pm - 6:00 pm

Number of dynamic and static intervals from 6:01 pm - 12:00 am

Table 3: The Extracted Domain Features

(a) Healthy Person. (b) Person with AD.

Fig. 1: Dynamic and Static intervals of a dyad that comprises of a healthy person
and with AD .

5 Results

To compare the performance of various machine learning algorithms on different
versions of the Dem@Care datasets, we did the following experiments:

1. Compare the LOSOCV and LODOCV on the original 5 PCA features. This
will act as a baseline for our analysis.



2. Compare the LOSOCV and LODOCV on time/frequency features, dynamic
and static interval based features and their combinations with PCA features.
This experiment will investigate the effect of new features in improving the
baseline.

We used area under the ROC curve (AUC) as the performance metric, aver-
aged across different folds.

5.1 PCA Features Baseline

Table 4 shows the AUC values on different datasets with 5 PCA features using
LOSOCV and LODOCV evaluations. The number of PCA components is set to
be the same as the work of Kirste et al. [2] for fair comparison. The best AUC
obtained by LOSOCV is 0.73 for datasets F4 and F5 and 0.64 for LODOCV
for dataset F4 using the QDA classifier. It is to be noted that in the LOSOCV
evaluation 75 participants are used for training and for LODOCV 74 participants
(or 37 dyads) were used for training. There is a difference of only ’one’ participant
during the training phase; however, the effect of performance is significant. This
experiment highlights the bias that may be induced by including a person from
the dyad to be tested in the training set as it may lead to identifying similar
activities rather than patterns to discriminate AD and healthy persons. The
drop in AUC by using LODOCV is expected as both the participants in the
dyad were not observed during training. These results serve as a baseline for
both types of evaluation methods when comparing the performance with other
types of features.

Table 4: Performance of different classifiers and evaluation methods using 5PCA
features.

Dataset Methods LOSOCV LODOCV

SVM 0.45 0.43
F1 RF 0.46 0.45

QDA 0.56 0.51

SVM 0.5 0.45
F2 RF 0.42 0.4

QDA 0.54 0.49

SVM 0.44 0.43
F3 RF 0.39 0.38

QDA 0.73 0.64

SVM 0.46 0.45
F4 RF 0.42 0.36

QDA 0.73 0.58

SVM 0.45 0.38
F5 RF 0.42 0.39

QDA 0.55 0.5



5.2 Time, Frequency and Dynamic/Static Interval based features

The second experiment deals with evaluating different classifiers on the time,
frequency and dynamic/static interval based features and their combinations
with PCA features. We evaluated the classifiers on the following different feature
regimes:

– 10 time and frequency features (10TF, discussed in Section 4.1).
– 12 new domain features (12D, discussed in Section 4.2).
– Combination of 10 time and frequency features and 5 PCA features (10TF+5PCA).
– Combination of 12 domain features and 5 PCA features (12D+5PCA).
– Combination of 12 domain features and 10 time and frequency features

(12D+10TF).
– Combination of 12 domain features, 10 time and frequency features and 5

PCA features (12D+10TF+5PCA).

The classification results using 10TF, 10TF+5PCA and 12D features are
shown in Table 5. The best AUC obtained for LOSOCV is 0.76 for F3 dataset
using QDA classifier with combining time, frequency and PCA features, which
is better than only using PCA features. This shows that adding additional time
and frequency features improves the performance in the case of LOSOCV eval-
uation. For LODOCV, the best AUC is 0.71 achieved by using F3 dataset, RF
classifier with domain features. The AUC outperforms the combinations of PCA,
time and frequency features for the case of LODOCV evaluation. Therefore, this
experiment suggests that domain specific features improve the performance of
LODOCV evaluation.

To analyze the effect of domain features together with time, frequency and
PCA features, we combine these features in different ways and compare their
results in Table 6. With LOSOCV evaluation, the highest AUC of 0.74 is ob-
tained for dataset F3 with QDA classifier using 12D+10TF+5PCA features.
This AUC is less than the best AUC obtained by combining 10TF and 5PCA.
This shows that dynamic/static interval based domain features do not help
much for the LOSOCV evaluation. On the contrary, the best AUC of 0.73 is
obtained using dataset F4, RF classifier, 12D+10TF+5PCA feature combina-
tion and LODOCV. This AUC is better than that of using domain features only
(as shown in Table 5). This shows that combining domain features with time,
frequency and PCA features improves the classification performance in patients
with AD and healthy controls.

Through these experiments, we corrected the evaluation strategy of the Dem-
@Care study, and improved the classification performance in detecting AD from
everyday motion data by infusing domain knowledge features along with time,
frequency and PCA features.

6 Conclusion

Detecting AD from everyday motion behaviour is a challenging problem. In this
paper, we revisited the Dem@Care study that identifies people with AD by



Table 5: Performance of different classifiers and evaluation methods using 10TF,
10TF+5PCA and 12D features.

Feature Methods LOSOCV LODOCV
10TF 10TF+5PCA 12D 10TF 10TFD+5PCA 12D

SVM 0.48 0.48 0.52 0.49 0.49 0.51
F1 RF 0.52 0.45 0.46 0.46 0.46 0.56

QDA 0.61 0.61 0.54 0.5 0.53 0.46

SVM 0.45 0.45 0.52 0.45 0.45 0.55
F2 RF 0.55 0.54 0.41 0.48 0.42 0.62

QDA 0.69 0.64 0.56 0.54 0.52 0.47

SVM 0.52 0.52 0.52 0.52 0.52 0.67
F3 RF 0.58 0.48 0.36 0.49 0.45 0.71

QDA 0.68 0.76 0.60 0.53 0.61 0.46

SVM 0.53 0.53 0.42 0.52 0.52 0.65
F4 RF 0.42 0.44 0.37 0.35 0.40 0.64

QDA 0.68 0.73 0.42 0.52 0.57 0.57

SVM 0.44 0.44 0.49 0.38 0.45 0.53
F5 RF 0.4 0.4 0.46 0.34 0.40 0.58

QDA 0.58 0.52 0.57 0.49 0.46 0.44

capturing their everyday motion data. Their evaluation method uses a subject
from the dyad in training while the other is being tested, which can induce
bias in the overall performance of the machine learning methods. To handle this
problem, we proposed an evaluation methodology that keeps a full dyad out
for testing without influencing the training set. Then, we propose new dynamic
and static intervals features that are derived from different motor behaviours of
persons with AD at different intervals of the day. By infusing domain features
along with time, frequency features and the features used in Dem@Care study,
significant improvement in performance was obtained using LODOCV evaluation
strategy. In future, we will work on automating the threshold to distinguish static
and dynamic intervals and extract more discriminatory features.
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