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ABSTRACT
Most of the systems for recognition of activities aim to iden-
tify a set of normal human activities. Data is either recorded
by computer vision or sensor based networks. These systems
may not work properly if an unusual event or abnormal ac-
tivity occurs, especially ones that have not been encountered
in the past. By definition, unusual events are mostly rare and
unexpected, and therefore very little or no data may be avail-
able for training. In this paper, we focus on the challenging
problem of detecting unusual temporal events in a sensor
network and present three Hidden Markov Models (HMM)
based approaches to tackle this problem. The first approach
models each normal activity separately as an HMM and the
second approach models all the normal activities together as
one common HMM. If the likelihood is lower than a thresh-
old, an unusual event is identified. The third approach mod-
els all normal activities together in one HMM and approxi-
mates an HMM for the the unusual events. All the methods
train HMM models on data of the usual events and do not
require training data from the unusual events. We perform
our experiments on a Locomotion Analysis dataset that con-
tains gyroscope, force sensor, and accelerometer readings.
To test the performance of our approaches, we generate five
types of unusual events that represent random activity, ex-
tremely unusual events, unusual events similar to specific
normal activities, no or little motion and normal activity fol-
lowed by no or little motion. Our experiments suggest that
for a moderately sized time frame window, these approaches
can identify all the five types of unusual events with high
confidence.

Author Keywords
Unusual Event, Abnormal Activity, Hidden Markov Models,
Sensor Networks

INTRODUCTION
The world’s population of older adults is increasing rapidly
due to the improvements in medical science and health-care

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
UbiComp ’12, Sep 5-Sep 8, 2012, Pittsburgh, USA.
Copyright 2012 ACM 978-1-4503-1224-0/12/09...$10.00.

in the past century. A lot of recent research has focused on
enabling older adults (especially those with cognitive dis-
eases) to live independently by developing assistive tech-
nologies that provide aid in their activities of daily living
(ADL) [6, 1, 27]. Some of the research on Assistive Tech-
nologies [17] is centered around activity recognition, study-
ing the actions, behaviours and goals of an individual at-
tempting to recognize them and provide the desired assis-
tance. A central focus of many of these studies is the de-
tection of usual daily human activities e.g. walking, hand
washing, making breakfast etc. However, in many scenar-
ios detection of unusual activities is of more importance as
it may render an older adult at risk and vulnerable. Consider
an activity monitoring system where the normal activities
such as walking, sitting, or standing are important to iden-
tify, but the more challenging and useful thing to identify
is when the person deviates from these normal or relatively
safe activities. In this context these unusual activities in-
clude incurring a fall or suffering a stroke. A typical activity
recognition system may misclassify ’fall’ as one of the al-
ready existing normal activities because ‘fall’ may not have
occurred earlier. An alternative strategy is to detect specific
unusual activities such as fall [33, 12]. However, this may
require extensive domain knowledge, an understanding of
the activities that may be encountered and data collection
for the type of unusual activity to be modelled. These al-
gorithms would only be able to detect the specific unusual
activity on which they are trained and cannot be generalized
to other types of unusual activities. Moreover, in emergency
situations it is important to first identify if an unusual event
has occurred and later on efforts can be expanded to find
their specific details.

Zhang et al. [34] defines unusual events for the audio-visual
steams as the ones that are rare, unexpected and hold rele-
vance for a particular task. The rarity of unusual events yet
to be observed leads to a lack of sufficient data for training
the model. More than one type of unusual events may also
occur in a data sequence and the unexpectedness of unusual
events makes it difficult to model them in advance. Yin et
al. [32] provides a similar definition for abnormal activities
in sensor-based human activity detection. They mention that
due to the scarcity of such activities, it is a challenging prob-
lem to design a detection system that can reduce both the
false positives and false negatives. Collecting abnormal ac-
tivities data can be cumbersome because it may require the
person to actually undergo such unusual events which may



be harmful. In addition to very few or no labelled data, the
diversity and types of unusual events further makes it diffi-
cult to model them efficiently.

Most of the research in unusual activity recognition is based
on computer vision systems [30, 5, 34]. Vision based sys-
tems work well in an indoor setting, however when an older
adult goes out of the sensing range these systems cannot pro-
vide much help. Though methods for specific abnormal ac-
tivities such as fall detection exist, not much research work
has been carried out for general unusual activity detection in
the sensor network area. In this paper, we focus on detecting
unusual activities from sensor-based systems which can be
worn easily in both indoor and outdoor settings. The paper
presents three Hidden Markov Model (HMM) based meth-
ods for unusual event detection; the first method trains itself
on individual normal activities where as the second method
combines all normal activities into a single class. For both
of these methods, based on a predefined threshold it raises
an alarm for unusual activity. In the third method, an HMM
is trained for usual activities and the model for unusual ac-
tivities is approximated by varying the covariances of the
observations of the usual events. As training data for the un-
usual events is typically sparse or unavailable, all three ap-
proaches for detecting unusual events use observations from
the usual events during the training phase; unusual events
are only used during the testing phase. It is interesting to
note that the unusual activities may be scarce in number and
modelling different unusual activities as a single class can
be challenging. In all the three methods, we model only the
usual events together / separately (see Figure 1 and 2) based
on the fact that different unusual activities are sufficiently
different from the normal activities. While some unusual ac-
tivities may be quite similar to a usual activity (e.g. falling
onto or sitting down upon the couch), our hypothesis is that
we will be able to train a classifier to detect this difference.
That is, there is some separation between the usual and un-
usual events, and we can use a generative model to distin-
guish them. The inter-difference among various unusual ac-
tivities is out of scope of the present paper as we only focus
on detecting an unusual event irrespective of its type.
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Figure 1. Conceptual Diagram of Modelling Usual and Unusual events
for Approach I and II.

The rest of the paper is structured as follows. In the follow-
ing section, we present a short survey of related work on var-
ious unusual events and abnormal activity recognition both
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Figure 2. Conceptual Diagram of Modelling Usual and Unusual events
for Approach III.

in vision and sensor-based systems. Then we present three
approaches to identify unusual activities in sensor-based sys-
tems. After that we present the experimental results, fol-
lowed by a discussion on future extensions and conclusions.

RELATED WORK
In the past decade, there has been considerable research car-
ried out in the field of activity recognition using HMMs [15,
21, 10]. Most of these works are focused on modelling
normal ADL using different types of sensors (such as ac-
celerometers, GPS, WLAN, video camera etc) and employ-
ing supervised learning for recognizing the activities. How-
ever, these methods require a large amount of labelled data to
train these supervised classification models, which may not
be available for modelling unusual events because there is
always a scarcity of labelled training data. Therefore, these
methods cannot be directly adapted to detect unusual events
or abnormal activities and new solutions are desired.

Several approaches have been proposed for abnormal activ-
ity recognition in the past, both in the field of computer vi-
sion and sensor based networks. Xiang and Gong [31] pro-
pose a Dynamic Bayesian Network approach to model each
normal video pattern and use a threshold to detect an abnor-
mal activity. This approach is simple, however choosing a
threshold remains challenging. Duong et al. [5] introduce
Switching Hidden Semi-Markov Model for modelling nor-
mal activities and identifying abnormal activities using mul-
tiple camera tracking. However, they only focus on a spe-
cific type of abnormality that corresponds to spending too
much or too little time at a location and can be of interest
in an elder care application. Zhang et al. [34] propose a
semi-supervised adapted HMM framework for audio-visual
data streams which comprises of supervised learning of nor-
mal data and unsupervised learning of unusual events using
Bayesian adaptation. Their method has an iterative struc-
ture, where each iteration corresponds to a new detected
unusual event. However, it is not clear from their work
how many iterations are needed to terminate the process of
outlier detection. Their model assumes that the usual data
contains unusual events and guarantees one outlier per it-
eration. In cases where the usual data contains no unusual
events, their method would still finds an outlier per iteration,



which is highly undesirable. Pruteanu-Malinici and Carin
[22] propose infinite HMM modelling to train normal video
sequences; unusual events are detected if a low likelihood
is observed. The infinite HMM modelling retains the full
posterior density function as well as the underlying HMM
states. Zhang et al. [35] propose an abnormal event detec-
tion algorithm from video sequences using a three-phased
approach. Firstly, they build a set of weak classifiers us-
ing Hierarchical Dirichlet Process Hidden Markov Model
(HDP-HMM) and then use ensemble learning to identify ab-
normal events. Finally, they extract abnormal events from
the normal ones in unsupervised manner to reduce the FP
rates. Hu et al. [7] propose a refinement of the HDP-HMM
method by incorporating Fisher Kernel into One-Class Sup-
port Vector Machines (OSVM) instead of ensemble learning
and using sensor data instead of video data that can be dis-
crete or continuous. The advantage of their method relies on
using the HDP-HMM models that can decide the appropriate
number of states of the underlying HMM automatically.

Several recent works focus on using the sensor networks to
detect abnormal activities. Yin et al. [32] propose a two-
stage abnormal activity detection, in which an OSVM is
first trained on normal activities and the abnormal activi-
ties are filtered out and passed on to a kernel nonlinear re-
gression routine to derive abnormal activity models from a
general normal activity model in an unsupervised manner.
The method iteratively detects different types of abnormal
activities based on a threshold. They claim that this method
provides a good trade-off between false alarm and abnor-
mal activity detection without collecting and labelling the
abnormal data. The data is collected by using wearable sen-
sors attached to a user and abnormal instances were col-
lected by simulating ‘falls’ and ‘slipping’ in different po-
sitions. Therefore, in their problem formulation, the types
of abnormal activities are known. Another limitation is that
they model a specific type of abnormality, however in prac-
tice a user can carry out complex and interleaved set of ac-
tivities. Rivera-Illingworth et al. [25] present an adaptive
neural network architecture that can grow in size and add
nodes to the hidden layers in an online manner whenever
an unseen example is encountered. They add an additional
memory layer to their neural network architecture to cap-
ture temporal information, collect data from various sensors
fitted in a smart-home set up and build a general model of
normal activities. They proposed two methods for abnor-
mality detection; the first method applies a threshold in the
hidden layer whereas the second method takes the entire out-
put pattern into account and matches it against a threshold.
However, the model complexity remains high and the sig-
nificance of additional memory layer is not substantiated.
Quin et al. [23] present a general framework of Switched
Linear Dynamical Systems (SLDS) for condition monitor-
ing of a premature baby receiving intensive care. They intro-
duce the ‘X-factor’ to deal with unmodelled variation from
the normal events that may not have been seen previously.
The general principle to identify an unusual event is to vary
the covariance of the mode of normal events to determine
the interval with the highest likelihood where events can be
classified as ‘not normal’. To model dynamic detection of

unusual events, they add a new factor to the existing SLDS
model by inflating the system noise covariance of the nor-
mal dynamics. The sensor data is collected using various
probes connected to each baby. The computation of the fac-
tor related to increasing the covariance remains challenging
and is critical in this application. Lotfi et al. [18] describe a
solution for supporting independent living of the elderly by
equipping their homes with various sensors to monitor their
behaviour. They use start-time and duration and employ var-
ious clustering techniques to detect abnormal behaviours in a
smart-home set up using a threshold and on the placement of
different data points within a cluster and the size of clusters.

Some of work discussed above [34, 22, 7] use thresholds
based on log-likelihood to detect unusual events using vari-
ants of HMMs, mostly in computer vision based systems. In
this paper, we present and compare three variations of un-
usual event detection methods that are designed for sensor
based networks. Our methods are (1) classifying different
normal activities separately and detecting unusual events,
(2) classifying all normal activities as a single class and de-
tecting unusual events using log-likelihood based thresholds,
and (3) training an HMM on normal activities and detecting
the abnormal activities by approximating an unusual event
model by modifying the covariances of the normal activ-
ities model. The focus of the present paper is on identi-
fying unusual temporal events or abnormal activities using
non-intrusive sensors that can be conveniently employed in
both indoor or outdoor settings. We intend not to model any
specific type of unusual activity or use any prior domain
knowledge during the training phase, rather we attempt to
detect deviations from the normal activities during the test-
ing phase. Keeping this view in mind we analyze three ap-
proaches based on HMM that are described in the next sec-
tion.

APPROACHES
HMMs are applied to model actions [10, 9]. Time series
recordings of an action are modelled by a cyclic left-to-right
HMM which evolves through a number of k states. The ob-
servations oj(t) in state j are modelled by Gausian distri-
butions. Each model i is described by the set of parameters
λi = {π,A,Nj(µ,Σ)} containing the prior π, the transition
matrix A, and the description of the observation probabilities
P (oj |j) for each state j. The parameters are trained by the
Baum-Welch algorithm [24]. A set of na different actions is
modelled by na HMMs. We apply this method to model the
usual activities.

The following two properties of unusual events are taken
into account for developing a detection algorithm:

• Rare occurrence of unusual events: In comparison to usual
actions, only a small amount of training data may be avail-
able for unusual events. Considering fall detection in geron-
technology, no training data may be available or only a
rough description of sensor measurements during a fall.
Hence, it is desired that the approach does not require
training data for the unusual events.

• Unexpected and versatile characteristic of unusual events:



Unusual events are unexpected and may appear in a var-
ious number of forms, e.g. a fall may happen in various
ways. Hence, the method should be generalizable to a set
of different unusual events.

Hence, the investigated methods do not aim to model un-
usual events based on training data. Instead the following
alternative approaches are considered:

1. Approach I models each usual action i by an HMM. It
estimates the probability that the observed sequence has
been generated by each of the na models of usual events.
If this probability falls below a threshold Ti, an unusual
event is detected. One way to choose the threshold Ti for
each action i is to define it as the lowest observed prob-
ability log(P (Oi|λi)) for all training sequences Oi. This
approach assumes that the training data is labelled and that
the sets of training sequences for each action i do not con-
tain outliers. Outliers in the training set would result in a
too low threshold Ti and unusual event detection will be
biased towards missing unusual events.

2. Approach II models all usual actions by a common HMM.
It estimates the probability that the observed sequence has
been generated by this common model for all usual ac-
tions. Similar to approach I, if this probability falls be-
low a threshold T , an unusual event is detected. One way
to choose this threshold is to define it as the lowest ob-
served probability log(P (O|λ)) for all training sequences
O. Also, this approach assumes that the training data does
not contain outliers.

3. Approach III estimates a model for the unusual events by
modifying the model for the usual events by varying the
covariances of their observations. It applies the X-factor
introduced in [23] for SLDS to HMMs. The X-factor is
a model for unusual events λ = {π,A,N (µ(x),Σ(x))}
which is gained by alternating the model of the usual events.
The new model is constructed by

Σ(x) = ξΣ , µ(x) = µ (1)

and increasing the covariance of the observations by choos-
ing ξ > 1. Hence, the HMMs for the usual and the un-
usual events differ only in the covariances of the observa-
tion distributions.

It is to be noted that in all the three approaches discussed
above, only the training data from usual events are needed
to build the respective HMMs and no training data of the
unusual events is required. The data from unusual events are
only used when testing the detection rate of these models.
These three approaches are based on the assumption that all
unusual events have in common that their observations differ
sufficiently from the observations of the usual events even
though the unusual events may differ from each other.

EXPERIMENTAL RESULTS
The three approaches are evaluated on a locomotion dataset
and unusual events are simulated by five types of artificially
generated sensor data. Unusual events are simulated to test

the detection rate on a range of unusual events and can pro-
vide insights into the behaviour of these approaches for dif-
ferent types of unusual events.

Dataset
We used the Locomotion Analysis dataset [8] in our experi-
ment as normal activities. The data contains 10-dimensional
numeric readings from different sensors attached to the body
of users and contains three sets of activities while walking on
a predefined path – level walking, walking up, and walking
down the stairs. The following sensors are used: accelerom-
eters, air pressure sensor, gyroscopes, and force sensitive re-
sistors. The accelerometers may be affixed with different
orientation, so that only the absolute value of the accelerom-
eter at the knee and the hip is used later on. Table 1 lists
the different recorded features fi and the investigated fea-
ture vector y is

y = [f1, f3,
√
f25 + f26 + f27 ,

√
f28 + f29 + f210 ]T . (2)

Feature 2 is excluded since we consider it as irrelevant for
the current activity recognition problem. The sampling rates
of all sensors is 100Hz except for the sampling rate of the
air pressure sensor (1Hz). For applying the HMM, the data
is down-sampled to 33Hz so that calculated logP values stay
within a reasonable range for longer sequences.
The dataset consists of two separate observations for the 1st,
2nd and 3rd subject, and seven observations for the 4th sub-
ject. For the following analysis, the sequences of the four
subjects are combined. The dataset is segmented in windows
ranging from 2 -15s. The windows do not overlap and seg-
ments do not contain transitions between walking and going
upstairs or downstairs. The number of segments decreases
with increasing window size. For 5s windows, there are 210
segments for walking, 211 for going upstairs, and 78 for go-
ing downstairs. For 10s windows, there are 92 segments for
walking and 71 segments for going upstairs. Segments of
going downstairs and upstairs are shorter than 7s for sub-
ject 1-3. Hence, all segments of going upstairs come from
subject 4 for window sizes larger than 7s.

Simulating Unusual Events
As discussed earlier, in this paper we are not modelling spe-
cific unusual temporal event(s) rather we want to model any
abnormal activity that might occur. This may be related to
either a user encountering an unusual event, behaving in
a manner which is not normal, or may be due to sensors
working improperly. Our primary concern is to investigate
the properties of HMM-based methods for detecting unusual
events in general, and so we simulate unusual events by arti-
ficially generating the sensor data and use them as test cases
to validate our results. The following is a list of five methods
to generate different kinds of unusual events. These are not
meant to be an exhaustive set, but rather a range of possibil-
ities that are reasonable and will allow us to delve into the
properties of the classifiers we are investigating.

1. Unusual1 (U1) – Combine the data from all three nor-
mal activities together and artificially generate uniformly
distributed random sensor readings within the range of



Features fi Details
1 Data from Gyroscope mounted above right

knee (a.U)
2 Data from Air Pressure Sensor (mbar)
3 Data from Force Sensitive Resistor mounted

under ball of right foot (a.U.)
4 Data from Force Sensitive Resistor mounted

under hell of right foot (a.U.)
5 Data from Accelerometer mounted above

right knee; Axis: top to bottom (9.81m/s/s)
6 Data from Accelerometer mounted above

right knee; Axis: left to right (9.81m/s/s)
7 Data from Accelerometer mounted above

right knee; Axis: back to front (9.81m/s/s)
8 Data from Accelerometer mounted on back

of body on a belt; Axis: top to bottom
(9.81m/s/s)

9 Data from Accelerometer mounted on back of
body on a belt; Axis: left to right (9.81m/s/s)

10 Data from Accelerometer mounted on back of
body on a belt; Axis: back to front (9.81m/s/s)

Table 1. Details of the sensor data

each sensor. This unusual event represents random ac-
tivity which is still within the sensor readings encountered
before, for e.g. unusual event occurring during either level
walking, ascending or descending the stairs.

2. Unusual2 (U2) – Combine the data from all three normal
activities together and artificially generate uniformly dis-
tributed random sensor readings outside (twice) the range
of each sensors. This unusual event represents an unusual
event that has not been captured by the sensors before and
therefore it is out of their present captured intervals. This
may also represent a case when the sensor has malfunc-
tioned.

3. Unusual3 (U3) – Artificially generate uniformly distributed
random sensor readings within the range of each sensor
for all the three normal activities separately. This un-
usual event represents unusual activity occurring while
performing a specific task, for e.g. unusual event occur-
ring during descending the stairs. The way this Unusual3
is generated may resemble the actual activity in ‘some
ways’ as the values are are within the sensors’ ranges but
distributed randomly.

4. Unusual4 (U4) – Artificially generate uniformly distributed
random sensor readings with much less variance and mean
close to zero. This scenario may represent a ‘lying’ state
or no or little motion.

5. Unusual5 (U5) – Keep half of the sensor readings in a
given time frame the same as normal activity and for the
remaining half, artificially generate a sudden drop in sen-
sor readings, with a mean close to zero and much lower
variance. This unusual event may represent a sudden ‘fall’
following a normal activity and then stay in a state of no
or little motion for the rest of the time frame.
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Figure 3. Normal, U1, U2, U3, U4 and U5 sensor readings for feature 4
for first 165 seconds

Figure 3 shows the readings for the first time frame for Nor-
mal, U1, U2, U3, U4 and U5 sensor data for feature 4. The
five simulations of artificially generated sensor data repre-
sents different types of unexpectedness of the unusual events.
All other unusual sensor readings for the other features are
generated the same way.

These simulated unusual events are used only for testing,
and are not included in training the detection algorithms.
The number of unusual events lie in a similar range as the
test samples of the usual event. 10,000 samples are gener-
ated. The length of each sequence is aligned with the seg-
ment length of the usual actions. This results in either 30
sequences containing 330 frames for 10s, 60 sequences con-
taining 165 frames for 5s or 151 sequences containing 66
frames for 2s. In online scenarios, the occurrence of the un-
usual events would be less frequent.

Model for Usual Activities
In the following, 3-fold cross validation is applied to eval-
uate the HMM based approaches. Each HMM is modelled
with 6 states and the variances are constrained between 0.01
and 3. A larger number of states did not improve the ac-
curacy significantly and increased the computation time. A
maximum number of 5 iterations is used during training.
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Figure 4. Accuracy for the recognition of walking and climbing stairs
up for increasing window size.

Figure 4 shows the accuracy over the window size rang-
ing from 2s to 15s. Up to a window size of 5s, segments
are available for walking and going up and down the stairs.
For this 3-class problem, an accuracy of 79% is achieved
for a window size of 5s and using 4 features. Acceleration
measured at the belt is the best single feature. Using only
the studied sensors, recognition above chance is achieved,
but confusions still occur. This result is in accordance with
Lester et al. [14], who report that going up/down stairs is
most commonly confused with walking in comparison to
other actions such as sitting, riding an evaluator, or brush-
ing teeth.

If the window size is larger than 5s, segments are only avail-
able for walking and going up stairs. For this 2-class prob-
lem, an accuracy of 92% is achieved for a window size of
5s and using 4 features. The best single feature is the force
sensor and its accuracy matches exactly the accuracy of us-
ing all 4 features. Furthermore, it is noted that the increase
in accuracy, which occurs for window sizes above 7s, is ex-
plained by a change in the dataset. Segments for climbing
up stairs with a duration longer than 6s are obtained only for
subject 4 and no data is available for subject 1, 2, and 3 for
this subset. This results in less inter-subject variability in the
data.

Performance Metrics for Unusual Event Detection
To evaluate our results, we employed the following perfor-
mance metrics.

1. Precision for unusual events:

Precision =
TPUnusual

TPUnusual + FPUnusual

2. Recall for unusual events:

Recall =
TPUnusual

TPUnusual + FNUnsual

3. Overall accuracy:

Accuracy =
True Unusual + True Usual

All Unusual +All Usual
(3)

where TPUnusual are the correctly identified unusual events,
FPUnusual are the usual events falsely classified as unusual
and FNUnusual are the unusual events falsely classified as
usual events. For Approach I, True Usual is

True Usual =

#NormalActivities∑
i=1

True Positivesi (4)

The reason to only compute precision and recall values for
unusual events is that we are only focused on identifying un-
usual events and not the inter-difference between the usual
events. The accuracy will give an overall measure of perfor-
mance of the detection algorithm.

Approach I
Tables 2 and 3 shows the precision / recall values for dif-
ferent unusual events and the overall accuracy when using
Approach I. It can be inferred that Approach I can detect the
five types of unusual events with high precision for 10 and
2 seconds, absolute precision for 5 seconds and absolute re-
call for both 10, 5 and 2 seconds time frames. The accuracy
of detecting different normal actions and unusual events U1,
U2, U3, U4 and U5 is very high for 10, 5 and 2 seconds time
frame.

Unusual Event Precision Recall
10s 5s 2s 10s 5s 2s

U1, U2, U3,
U4, U5

0.9792 1 0.9978 1 1 1

Table 2. Precision and Recall of unusual events using Approach I

Unusual Event 10s 5s 2s
U1, U2, U3, U4, U5 0.9406 0.9584 0.9636

Table 3. Accuracy using Approach I

Approach II
Approach II considers all the normal activities (walking, as-
cending, descending) as a single class. Table 4 shows the
precision and recall values for the 10, 5 and 2 seconds time
frame. We observe that Approach II gives absolute recall for
all the unusual events for 10, 5 and 2 seconds time frame.
The precision is absolute for 10 seconds and close to unity
for all the unusual events for 5 and 2 seconds. From Table
5, we observe that for the 10 seconds time frame, unusual
events U1, U2, U3, U4 and U5 give 100% accuracy whereas
for the 5 and 2 seconds time frame it is very close to unity.
An important difference between Approach I and Approach
II is that the accuracy at 10, 5 and 2 seconds time frame is
worse using Approach I due to misclassification among nor-
mal activities. That problem does not occur in Approach II,
because all normal activities are considered as one class and
their intermixing is not relevant.



Unusual Event Precision Recall
10
s

5 s 2 s 10
s

5 s 2 s

U1, U2, U3,
U4, U5

1 0.9892 0.9913 1 1 1

Table 4. Precision and Recall of unusual events using Approach II

Unusual Event 10 secs 5 secs 2 secs
U1, U2, U3, U4, U5 1 0.9971 0.9982

Table 5. Accuracy using Approach II

Approach III
In Approach III, all the normal activities are combined to-
gether and modelled as a single HMMs. The value of pa-
rameter ξ is varied as 10, 100 and 1000. From Table 6,
we observe that the precision and recall values for unusual
events U1, U2 and U4 remain very high for all values of ξ
and for both 10, 5 and 2 seconds time frames. For U3, as
the value of ξ is increased to 1000 for the 10 seconds time
frame, the recall drops due to misclassifying unusual event
as normal activity. The reason is that U3 is generated such
that it resembles each of the individual normal activities and
increasing the ξ leads to improper inferences. For unusual
event U5, for ξ=100, for the 5 seconds time frame we ob-
serve a drop in recall and when ξ=1000, it is classified as
normal and thereby recall is zero for 5 and 2 seconds and
very low at 10 seconds. The precision for U5 is undefined
– due to zero TPUnusual and zero FPUnusual in one of the
folds of the cross validation for 5 and 2 seconds and in all
three folds of the cross validation for 10 seconds time frame.
Similarly for accuracy values from Table 7, we observe that
for all values of ξ for 10, 5 and 2 seconds absolute or very
high accuracy is obtained for unusual events U1, U2 and U4.
For unusual event U3 the accuracy drops with an increase in
ξ for 10 seconds and for U5 accuracy drops for 10, 5 and
2 seconds due to high level of misclassification of unusual
events as normal activities.

Unusual
Event

Precision Recall

for ξ =
10, 100, 100

10s 5s 2s 10s 5s 2s

ξ = 10
U1, U2, U3,
U4, U5

1 0.9841 0.9661 1 1 1

ξ = 100
U1, U2, U3,
U4

1 1 1 1 1 1

U5 1 1 1 1 0.9 1
ξ = 1000
U1, U2, U4 1 1 1 1 1 1
U3 1 1 1 0.5222 0.9778 0.9978
U5 - - - 0.3889 0 0

Table 6. Precision and Recall of unusual events using Approach III

Unusual
Event

Accuracy

for ξ =
10, 100, 100

10 s 5 s 2 s

ξ = 10
U1, U2, U3,
U4, U5

1 0.9956 0.9927

ξ = 100
U1, U2, U3,
U4

1 1 1

U5 1 0.9736 1
ξ = 1000
U1, U2, U4 1 1 1
U3 0.8301 0.9941 0.9995
U5 0.7818 0.7349 0.7956

Table 7. Accuracy using Approach III

CONCLUSIONS AND DISCUSSION
In this paper, we present three HMM based methods that
can raise an alarm whenever an unusual event occurs or any
event that deviates from the usual ADL. We hypothesize that
the different normal ADL carried out by a person are differ-
ent from unusual events, and that these unusual events may
be different among each other. In this work, we do not aim to
model specific unusual events, rather we focus on a general
concept of unusual event’s occurrence and its subsequent de-
tection. We present three different approaches to achieve our
goal. The first approach (Approach I) models all the normal
ADL as separate HMMs and identifies the unusual events
based on a threshold. The second approach (Approach II)
combines all the normal activities in one class, models a sin-
gle HMM to represent usual ADL, and attempts to identify
unusual events based on a threshold. The last approach (Ap-
proach III) creates HMM model for all normal ADL consid-
ered together as single class and vary the covariances to ap-
proximate the model of unusual events. We tested our meth-
ods on the Locomotion Analysis data that captures normal
activities like walking, ascending and descending the stairs
based on a number of wearable sensors attached to a person
at points on the body. To simulate abnormal activities, we
generate five types of unusual events that represents random
activity (Unusual1), extremely unusual activity (Unusual2),
slight deviations from specific normal activities (Unusual3),
lying or little motion (Unusual4) and sudden change from
specific normal activity to no or little motion (Unusual5).
We segment the data in time frames of 10, 5 and 2 seconds
to simulate a scenario that we are observing these many seg-
ments at a time. As a pre-processing step we find the mag-
nitude of acceleration values in x, y and z direction because
the considered activities detection does not require direction
of acceleration, and to handle the case where accelerometers
may have been mounted with differing orientations.

Approach I was able to identify all normal activities and the
unusual events except for the case of U5, where half the time
frame is identical to normal activity and half contains little
or no motion. Moreover, in this approach misclassification
among different normal activities led to reduced accuracy of
the overall method. Approach II circumvents this problem



by considering all the normal activities as a single class and
therefore the intermixing of various normal activities (such
as classifying walking up as level walking) is not relevant.
Due to this formulation, Approach II successfully detects all
the different unusual events with high precision and recall
and the accuracy of the method remains very high for 10, 5
and 2 seconds time frame. A possible reason for the effec-
tiveness of Approach II is that all the three normal activities
are very similar to each other. The efficiency of this method
for the case when large number of diverse normal activities
are considered, needs to be investigated as a future work.
Approach III trains an HMM on usual activities and builds
the model for unusual activities by varying the covariances
(using a parameter ξ) of the normal activities model. At high
values of ξ, this method fails to identify unusual events U3
and U5 correctly. Our experiments suggests that on the Lo-
comotion Analysis dataset, a value of ξ between 10 and 100
can be a good choice. A disadvantage of this method is to
find the best value of ξ to obtain good classification. The
unusual events U3 and U5 were difficult to classify using
Approach III in comparison to other unusual events because
they bear similarity with the normal activities. An interest-
ing point to note is that at 5 and 2 seconds time frame length,
Approach II is able to identify unusual events with very high
precision, recall and accuracy. This can represent a real sce-
nario, where observing a person for very few seconds, an
unusual event can be identified and an alarm can be raised
and further steps can be taken. An alternative to observe
time frame in seconds is to segment the data in single steps
and train and model each step by a non-cyclic HMM.

There are several challenges to take the problem of tempo-
ral unusual events detection forward. The present paper fo-
cuses on identifying different types of unusual events sepa-
rately, however it remains challenging to build models to fur-
ther discriminate these unusual events. We believe that ap-
proaches based on non-parametric and hierarchical cluster-
ing could be useful to cluster different unusual events. The
main assumption behind our approaches is that, to start with
all the data recorded so far contains only normal activities,
however in real situations the data to start with may contain
some unusual events along with the normal activities. We
would like to adapt our approaches to handle such scenar-
ios and by benefiting from the unusual event data as they are
always scarce. To model specific abnormal activities which
have either very few data to begin with or data collection
is difficult, approaches based on over-sampling of minority
class [3], and synthetic data generation for activity recog-
nition [20, 19] can be explored to simulate more data and
generative classification approaches be used. In such cases,
investigating the role of discriminative temporal classifiers
such as Conditional Random Fields [28, 16] will be inter-
esting to explore. The number of hidden states of HMMs in
the current implementation is chosen by testing the accuracy
rates at various states, however advanced methods such as
those based on HDP-HMM [7] and Infinite HMMs [22] can
find the optimum number of hidden states.

A drawback with sensor based methods is their intrusive na-
ture, a person has to wear the sensors all the time which may

be uncomfortable and lead to a refusal to wear them [26].
The dataset used in our analysis comes from body worn sen-
sors and the results suggest that accelerometers are adequate
for detecting unusual events with the ongoing normal activ-
ities. There is recent interest in performing activity recog-
nition using smartphones [13, 4, 11], which have become
a common commodity across the globe and are easy to use
and carry. Most activity recognition based on smartphones
uses information captured from accelerometers. We plan to
adapt our unusual event detection approaches to use smart-
phones to capture accelerometer data, which do not have the
hassles introduced by wearable sensors. Smartphones can
also be used to collect other types of sensor readings such
as GPS, gyroscope, WLAN etc that can help in modelling
the detection of specific unusual events such as wandering
or falling. Another advantage of using smartphones for un-
usual event detection is that it can work in both indoor and
outdoor settings where the traditional computer vision or
camera based systems may fail. A possible limitation might
be that recorded data of some actions, e.g. sitting down and
falling, is very similar for acceleration sensors integrated in a
smart phone. To increase accuracy further, additional wear-
able sensors, e.g. pressure sensors, might be necessary.

The problems and methods discussed in the paper are based
on offline supervised classification or some of its variants.
The real utility of a temporal unusual event detection mech-
anism can be achieved if new methods can be developed and
adapted to support online identification of unusual events.
In this direction, we believe that approaches based on incre-
mental HMM learning [29, 2] can be helpful.
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