It has previously been shown that cells prefer to grow on pSi (better viability) as compared to smooth Si [1]–[3], but the pore size influence has not been investigated in detail and the majority of studies are made on pores smaller than 150 nm. Interestingly, Sapelkin et al. [4] showed that cell bodies of the neuronal B50-cell line showed clear adhesion preference on porous (50–100 nm average pore size) areas as compared to smooth Si surfaces. Our study indicates that axons have no such selectivity in this pore size range. It may therefore be hypothesized that the mechanism that make cell bodies attach to surfaces in an acute adhesion phase differs from the way axons attach during regeneration. Furthermore, Karlsson [13] found a lower activation of adherent neutrophils on Al₂O₃ with 200-nm-wide pores as compared to 20-nm-wide pores, also indicating a lower optimal pore size for cell culturing.

For clinical applications, the pore size range may be revised for human axons since axon diameter may influence the results. In a recent study, we showed that nano-imprinted patterns could guide axons, but frequently, large axons were not guided, indicating an axon-diameter-dependent reaction to topographic cues [10]. For bio-implantation, pSi appears attractive. Axonal guidance and biocompatibility could be enhanced further by incorporate, e.g., growth factors on the surface. Due to the very large area/volume ratio of pSi, large amounts can be incorporated [14], improving neural survival and axonal sprouting. PSi is also suitable for other surface modifications that can promote cell viability and adhesion, although, cell reaction may change not only with surface topography/chemistry, but also with cell type [15]. Furthermore, the increased surface area of pSi makes it suitable as an electrode material with a large chip-cell contact area.

We finally conclude in this study that axons thrive on pSi and exhibit a haptotactic reaction within a certain range of 150–500 nm average pore diameter. This could be utilized to guide axons on chip surfaces.
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Investigation of Short-Term Changes in Visual Evoked Potentials With Windowed Adaptive Chirplet Transform

Jie Cui and Willy Wong

Abstract—We propose a new application of the adaptive chirplet transform that involves partitioning signals into non-overlapping sequential segments. From these segments, the local time-frequency structures of the signal are estimated by using a four-parameter chirplet decomposition. Entitled the windowed adaptive chirplet transform (windowed ACT), this approach is applied to the analysis of visual evoked potentials (VEPs). It can provide a unified and compact representation of VEPs from the transient buildup to the steady-state portion with less computational cost than its non-windowed counterpart. This paper also details a method to select the optimal window length for signal segmentation. This approach will be useful for long-term signal monitoring as well as for signal feature extraction and data compression.

Index Terms—Chirplet transform, optimal window length, short-term changes, time-frequency analysis, visual evoked potentials.
the formation of ssVEPs [6]–[8]. An important aspect of these investigations is the characterization of the time course of ssVEP responses, such as the variation of the amplitude and phase of the frequencies of interest, prior to and following visual stimulation. Previous studies have shown that time is required for the formation of the steady-state response [9]. In general, two stages of the response can be observed: 1) a transient buildup portion preceding and 2) a steady-state portion. In the steady-state portion, ssVEPs can usually be modeled as a linear combination of a fundamental frequency (usually the stimulus frequency) and its higher harmonics. However, such a model may not be sufficient to characterize the transient VEP (tVEP) portion immediately following stimulus onset.

Characterization of the transient portion may be best achieved in the time-frequency domain. The main advantage of this approach is to provide information about the time-course of the frequency content of the signal without the assumption of strict stationarity. This approach has proven to be beneficial to a number of problems of biomedical signal analysis [10], [11]. For EP analysis, in particular, one can identify three main categories of approaches: 1) application of the short-time Fourier transform (STFT) [7], [12], [13], 2) wavelet transform [14]–[19]; and 3) matching-pursuit with Gabor logons [11], [20]–[23]. Although early application of the STFT was promising [7], [13], the use of fixed-width window analysis was put into question by a number of studies [12], [14], [24]. It was pointed out that components of relatively higher frequency and shorter duration were largely responsible for the earlier, transient components, while the later components are of lower frequency and longer duration. Therefore, an analysis with variable window length, such as the wavelet transform, will be more efficient for characterizing the entire signals given an appropriate choice of the mother wavelet. Indeed, the possibility of choosing the shape of wavelet to be similar to the signal under examination is one main advantage of wavelets over STFT. Thus, the signal

\[ g_{t-c\cdot\Delta t} (t) = \frac{1}{\sqrt{\pi \Delta t}} \exp \left( -\frac{1}{2} \frac{(t-t_c)^2}{\Delta t} \right) e^{j \omega_c (t-t_c)} \]  

where \( j = \sqrt{-1}, t_c \) is the time-center in seconds, \( \omega_c \) the frequency-center in radians, \( \Delta t > 0 \) the scale that is the effective time-space in seconds, and \( c \) the chirp rate in radians per second that characterizes the “quickness” of frequency changes. The chirplet transform of a signal is defined as the inner product between the signal and the chirplet atom given in (1)

\[ a_{t-c\cdot\omega_c} = \left< f, g_{t-c\cdot\omega_c} \right> = \int_{-\infty}^{\infty} f(t) g^*_{t-c\cdot\omega_c} (t) dt. \]  

The coefficients \( a_{t-c\cdot\omega_c} \) reflect the similarity between the local structures of the signal and the chirplets. They represent the signal’s energy content in a time-frequency region specified by the chirplets. The set of chirplet parameters is denoted by a continuous index set \( T = \{ t, c, \omega, \Delta t \} \).

The signal model consists of a weighted sum of chirplets plus noise

\[ f(t) = \sum_{n=0}^{N-1} a_{t_n} g_{t_n} (t) + W(t) \]  

where \( P \) is the number of chirplets and \( W(t) \) is a Gaussian white noise (GWN) with zero mean and variance \( \sigma^2 \). To estimate \( a_{t_n} \) and \( g_{t_n} \), we previously proposed a coarse-refinement technique based on the matching-pursuit (MP) algorithm and the expectation-maximization (EM) algorithm. When a new chirplet is estimated with the MP algorithm, all previously estimated chirplets are progressively refined with the EM algorithm [25]. This non-windowed approach has been shown to be capable of characterizing both the short tVEP and long ssVEP portions successfully.

Since the computational cost of the non-windowed ACT is high, one can alternatively use a windowed approach [27]. With shorter data segments, the computational time can be significantly reduced. However, there is a tradeoff in terms of how much window length can be reduced while keeping relatively good time-frequency resolution for the estimation of local signal structures.

A. Optimal Window Length

Generally speaking, the window length of data segment must be short enough for the chirplet to adequately “sample” the time-dependent behavior of the signal spectrum, yet minimize the error in the estimate. We will describe next the theoretical minimum variance for chirplet estimation and how the minimum window length can be obtained.

First, we focus on the lower bound of window length. In windowed ACT analysis, one and only one chirplet is estimated from each of the segment with the MP algorithm. Consequently, we use a single chirplet model to represent the windowed signal, i.e., \( f(t) = a \cdot g(t) + W(t) \)
Thus, we propose the following method to estimate the duration of
influenced by the time duration of the transient portion of the signal. As the
details of the experimental setup have been reported elsewhere (e.g., [25]), we provide only a brief description here. Five adult subjects participated in the experiment. The visual stimulus consisted of a matrix of moving bars. All stimuli were presented on an LCD monitor. VEP signals were recorded via three gold-cup electrodes, including the active electrode placed on the scalp at the Oz position, the reference one placed on the left ear lobe and the third one attached to right ear lobe serving as the ground. The signals were amplified (1000 ×), bandpass filtered (0.01–40 Hz), and passed through an analog-to-digital (A/D) converter (sampled at 240 Hz) before being streamed to the harddisk. The data were then processed offline to obtain five averaged signals (denoted as $D_1 – D_5$, 1200 points each).

Subsequently, each signal was divided into twelve 100-point segments to “extract” one chirplet from each segment, resulting in 12 chirplet atoms. The results of the windowed ACT can be visualized

### III. RESULTS AND DISCUSSION

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>CRLBs of the Chirplet Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\theta}$</td>
<td>$\hat{\omega}_c$</td>
</tr>
<tr>
<td>CRLB$^2$</td>
<td>$\Delta_1^2 / \xi + 4 \Delta_2^2 / \xi$</td>
</tr>
</tbody>
</table>

where $\Delta_1 = 1 + 4 \omega_0^2 \Delta_1^2 / \xi$, $\Delta_2 = 4 \Delta_2^2 / \xi$, $\Delta_3 = 3 + 4 \omega_0^2 \Delta_2^2 / 4 \xi$, $\sigma^2 = \sigma^2 / \xi$.

and $\alpha = Ae^{-it_0}$. In the MP algorithm, the four estimates of the chirplet parameters are obtained from

$$\begin{align*}
\hat{\omega}_c, \hat{\phi}, \hat{A}, \hat{\sigma}^2 = \arg \max \{|f(t)|^2 \} = (f, g_1) \\
\text{subject conditions.}
\end{align*}$$

Next, we consider the upper bound on window length. A segment must be short enough to adequately sample the energy density curves of a signal in the time-frequency plane. Since most of the variation occurs in the transient, the choice of the upper bound will be mainly influenced by the time duration of the transient portion of the signal. Thus, we propose the following method to estimate the duration of $\nu$VFP: 1) reconstruct the $\nu$VFP signal from the chirplets extracted by the non-windowed ACT [25]; 2) find the envelope of the $\nu$VFP; 3) locate the maximum of the envelope ($\hat{\omega}_c > 0$) and set a threshold of $A/100$; 4) finally, define the duration time as the time interval between the instants at which the first point and the last point on the envelope exceeds the threshold. According to this procedure, we found that the average duration of our data is $300 \pm 38$ points. Considering the lower limit imposed by the SNR condition, we therefore choose 100 points ($416.7$ ms at sampling rate of 240 Hz) to allow the highest possible time-resolution.

![Fig. 1. Simulation results of estimating a single chirplet for different window lengths and SNR levels.](image)

In the MP algorithm, the four estimates of the chirplet parameters are obtained from

$$\begin{align*}
\hat{\omega}_c, \hat{\phi}, \hat{A}, \hat{\sigma}^2 = \arg \max \{|f(t)|^2 \} = (f, g_1)
\end{align*}$$

where $g_1$ is one of the predefined chirplets contained in the “dictionary” [29]. Subsequently, the estimated chirplet can be found by substituting (4) into (1). The other estimates are found by

$$\begin{align*}
\hat{\omega}_c, \hat{\phi}, \hat{A}, \hat{\sigma}^2 = (f, g_1)
\end{align*}$$

where $L$ is the size of $f(t)$ and $\hat{\varepsilon} = (f, g_1)$. The minimum variance of these estimates is obtained by Cramér–Rao lower bounds (CRLBs) (Table I, cf. [26] for derivation).

The performance of the actual estimators was evaluated by computer simulation. The parameters of the model for simulation were $A = 1$, $\phi = 0$, $t_c = L/2$, $\omega_c = \pi/2$, $c = \pi/L$, and $\Delta_t = 2$, where the window length $L$ varied from 24 to 1000 points. The variance of GWN $\sigma^2$ was chosen so that the signal-to-noise ratio (SNR) of the simulated signal ranged from $-20$ to $20$ dB. The results are shown in Fig. 1, where the mean squared error (MSE) of the parameter estimates are compared with the CRLBs. Two general characteristics can be observed: one is that MSE will converge to CRLB at lower SNR for longer window lengths. We have estimated the average SNR level of our data to be $0.55$ dB, which is close to $0$ dB. From Fig. 1, we see that at $0$ dB the MSE of the estimates follows the CRLB closely

$$\begin{align*}
\text{MSE} = \frac{1}{2L} \left| \int f(t) - \hat{f}(t) \right|^2
\end{align*}$$

and

$$\begin{align*}
\text{CRLB} = \frac{1}{2L} \left| \int f(t) - \hat{f}(t) \right|^2
\end{align*}$$

for $L \geq 100$ points. Thus, to keep the estimator efficient, the window length should be no lower than 100 points. This determines the lower bound of the window length.
Fig. 2. Time-frequency structures of signals $D_1$–$D_5$. For each signal, 12 chirplet atoms have been estimated, which are labeled as $A_1$–$A_{12}$ (shown in panel $D_1$). As an example, the original signal $D_1$ and the reconstructed signal are shown on the right.

with Wigner–Ville distributions (WVDs). The visualization of the estimated atoms of all five signals $D_1$–$D_5$ are shown in Fig. 2, where the atoms are labeled as $A_1$–$A_{12}$ (shown in panel $D_1$). The results show a similar pattern, i.e., the signal before 1.25 s is represented by three atoms, $A_1$–$A_3$, with lower amplitudes and higher frequency centers, followed by two atoms with relatively stronger amplitudes and shorter time-spreads. Their chirp rates are generally negative, indicating downward transition of the instantaneous frequencies. The rest of the signal is represented by a series of seven atoms denoted by $A_6$–$A_{12}$. Most of them have wide time-spreads and small chirp rates. Their frequency-centers are close to 6 Hz. These observations regarding the VEP variation can be further confirmed by the statistics of the estimates (see Fig. 3). For the sake of clarity, the standard deviations (SD) of the estimates are not shown in the figure, but summarized in Table II instead.

In panel (A), it can be seen that a clear transition of central frequencies can be observed between $A_3$ and $A_4$. In particular, the chirp rate of $A_4$ is a large negative value, indicating a sharp decrease in instantaneous frequency. The frequency-centers of rest chirplets are close to 6 Hz and their chirp rates are close to zero. In panel (B), a prominent character is that $A_4$ acquires significantly shorter time-spread and higher amplitude.

Moreover, we demonstrate the efficacy of the windowed ACT approach by comparing it with the results from four other methods of time-frequency analysis. Fig. 4 shows the time-frequency structures of signal $D_1$ estimated with: (A) STFT; (B) WVD; (C) reduced interference distribution (RID) [11]; and (D) the non-windowed ACT [25], respectively. Although the spectrogram based on the STFT can show some of the salient time-frequency structures, most of the details are lost due to smearing. In panel (A), for instance, a major structure with relatively constant frequency below 10 Hz is observable. However, it is difficult to tell more precisely the value of the constant frequency and the details of variation at the beginning of the response. The WVD representation of the signal in (B), on the other hand, provides a result with much higher time-frequency resolution. Unfortunately, WVD suffers from the interference (cross-terms) from interactions between signal

![Fig. 3](image-url)

**TABLE II**

<table>
<thead>
<tr>
<th>Atoms</th>
<th>SD($\sigma$) (Hz/s)</th>
<th>SD($\Delta f$) (Hz)</th>
<th>SD($\theta$)</th>
<th>SD($\Delta t$) (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>24.66</td>
<td>8.14</td>
<td>16.76</td>
<td>30.07</td>
</tr>
<tr>
<td>$A_2$</td>
<td>17.66</td>
<td>8.96</td>
<td>12.31</td>
<td>56.25</td>
</tr>
<tr>
<td>$A_3$</td>
<td>18.93</td>
<td>12.18</td>
<td>15.06</td>
<td>24.99</td>
</tr>
<tr>
<td>$A_4$</td>
<td>11.58</td>
<td>0.79</td>
<td>23.90</td>
<td>10.09</td>
</tr>
<tr>
<td>$A_5$</td>
<td>3.12</td>
<td>0.69</td>
<td>30.47</td>
<td>28.54</td>
</tr>
<tr>
<td>$A_6$</td>
<td>1.69</td>
<td>0.35</td>
<td>11.58</td>
<td>16.16</td>
</tr>
<tr>
<td>$A_7$</td>
<td>2.83</td>
<td>0.62</td>
<td>11.78</td>
<td>27.92</td>
</tr>
<tr>
<td>$A_8$</td>
<td>3.40</td>
<td>0.80</td>
<td>12.39</td>
<td>11.87</td>
</tr>
<tr>
<td>$A_9$</td>
<td>1.32</td>
<td>0.29</td>
<td>12.17</td>
<td>24.45</td>
</tr>
<tr>
<td>$A_{10}$</td>
<td>3.03</td>
<td>0.63</td>
<td>7.71</td>
<td>22.28</td>
</tr>
<tr>
<td>$A_{11}$</td>
<td>1.67</td>
<td>0.29</td>
<td>5.76</td>
<td>16.99</td>
</tr>
<tr>
<td>$A_{12}$</td>
<td>2.24</td>
<td>0.43</td>
<td>20.73</td>
<td>20.23</td>
</tr>
</tbody>
</table>

Authorized licensed use limited to: IEEE Xplore. Downloaded on November 12, 2008 at 02:14 from IEEE Xplore. Restrictions apply.
components themselves, and between signal components and noise. The resulting visualization is usually fuzzier and hence confusing. A tradeoff, however, can be achieved by using the representation based on RID, as shown in (C). The interference has been effectively suppressed at the expense of time-frequency resolution. This approach can usually lead to a clearer visualization. As shown in panel D of Fig. 2, such an effect of a clear display can also be achieved reasonably well by the windowed ACT since it plots VWD of single chirplet in each segment and is thus free of interference. It can be seen that all of these four representations are capable of capturing the transient portion of the VEP with downward instantaneous frequency components within the first second period posterior to stimulus onset. However, we note that the windowed approach can offer a succinct and compact representation by characterizing it with two chirplets ($A_1$ and $A_2$) involving only ten parameters. These parameters may be employed as signal features in the tasks of pattern recognition or data compression. In contrast, the ten parameters. These parameters may be employed as signal features in the tasks of pattern recognition or data compression. In contrast, the windowed approach will yield one data segment, which is more suitable for the situations of real-time processing.

Finally, we conclude from the previous results and discussions that the estimated chirplets by windowed ACT reveals a similar pattern of VEP response shown by the non-windowed method [25]. The windowed approach will find applications where fast time computation and longtime signal monitoring are necessary.
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The Influence of CSF on EEG Sensitivity Distributions of Multilayered Head Models
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Abstract—We examined how the cerebrospinal fluid (CSF) affects the distribution of electroencephalogram (EEG) measurement sensitivity. We used concentric spheres and realistic head models to investigate the difference between computed-tomography (CT) and magnetic resonance image (MRI) models that exclude the CSF layer. The cortical EEG sensitivity distributions support these phenomena and show that the CSF layer significantly influences them, thus identifying the importance of including the CSF layer inside the head volume conductor models. The results show that the highly conductive CSF channels the current, thus decreasing the maximum cortical current density relative to models that do not include the CSF. We found that the MRI and CT models yielded HSV results 20% and 45%, respectively, too small when compared with CSF-inclusive models.

Index Terms—Conductivity, cerebrospinal fluid (CSF), electroencephalogram (EEG), lead field current density, sensitivity distribution, volume conductor.

I. INTRODUCTION

Traditionally head models have been constructed as three concentric spheres [1]–[3], modeling the scalp, skull, and brain. Recently, realistic models are constructed from a set of segmented image slices, usually originating from one of the primary medical imaging modalities—computed tomography (CT) or magnetic resonance images (MRI). Considering their pros and cons, CT more accurately images the skull due to its sensitivity to hard tissue, whereas MRI better images soft tissues such as the skin, cortex, and the gray matter-white matter boundary [4]. The differences between the three-layer CT- and MRI-based models in [4] illustrate significant differences at the base of the skull.

The cerebrospinal fluid (CSF) layer, which surrounds the brain, is often neglected either due to the difficulty to correctly segment this layer from T1- and T2-weighted MRIs [5] or the insensitivity of CT images to soft tissues. The omission of the CSF layer can alter the segmentation via incorporation into the skull or into the brain (gray matter). Some realistic head models explicitly define the skull as the region between the scalp and the cortex, whereas, other models define the brain as the region inside the skull [4]. MRI-based models by Ramon et al. [5] include the CSF layer and indicate the significance this layer has on scalp potentials and on the inverse source localizations.

By incorporating CSF in one type of head model and removing it from the other two, we examine the role of CSF and how it affects the images of the two modalities that do not directly include this layer. We use both spherical and realistic models to investigate the sensitivity distributions. In this work, we construct head models representing a matched MRI-CT- (i.e., CSF inclusive), MRI-, and a CT-based model. These models identify the significance of including the CSF layer inside the head volume conductor model by studying how electrode separation affects the cortical sensitivity distributions.

II. METHODS

A. Model Geometries

We used spherical models to illustrate the general results and to reveal the underlying phenomena. We modeled four concentric spheres with radii of 7.45, 7.80, 8.45, and 9.0 cm for the brain, skull, and scalp, respectively [6]–[8]. We use realistic models to validate the spherical model findings. We segmented the Visible Human Woman (VHW) from the Visible Human Project [9] since tissue segmentation eliminates the MRI-CT data set registration. These models are constructed by addressing the tissues separately. Each tissue was segmented, slice contoured, and lofted together.

In both the spherical and realistic sets, the three-layer CT-model defines the brain as the region inside the interior skull boundary; the three-layer MRI-model defines the skull as the region between the skull exterior and the brain exterior; the four layer CSF-model defines the CSF as the layer between the skull interior and the brain exterior. A fourth set, the three-layer CT2 model, is based on the CT-model results but excludes the cortical results that lie outside the actual brain exterior (i.e., the CSF). Finally, we calculate the CT2 sensitivity volumes and maximum current density values from only the volume contained by the actual brain.

We spaced all electrodes between 10° and 40° apart. Furthermore, we calculated that the smallest adjacent bipolar lead pair of the 256-, 128-, 64-, and 32- channel electroencephalogram (EEG) electrode montages is represented by spherical angles 11°, 18°, 23°, and 31°, respectively. We fitted our spherical angles according to standard EEG nomenclature [10]. We modeled all electrodes as 3-D simple recessed electrodes [11] with radii of 5 mm, corresponding to the size of high-resolution EEG caps [3]. Since the analytical model solves for the point electrode [12], we constructed finite-element method models and meshed them with tetrahedral adaptive meshes via COMSOL Multiphysics, COMSOL Group, Sweden.

B. Sensitivity Distribution Simulations

We simulated the sensitivity distributions through a range of tissue conductivities. We modeled the brain, CSF, and scalp compartments as 0.25, 1.79, and 0.45 S/m, respectively [13], [7]. The skull was modeled using brain-to-skull conductivity ratios $\sigma_{BS}/\sigma_{SK}$ of 5, 10, 15, 20, and 80 according to [14]. The sensitivity distributions are calculated according to the current density $J$, where

$$J = -\sigma \nabla \Phi + J^*$$

(1)

is a function of the scalar potential $\Phi$ and the externally applied current density $J^*$, assuming bioelectric currents and voltages to be quasi static [6]. We fed a 1.4 reciprocal current into a source electrode flowing to a grounded electrode. The distribution of the current in the model maps the lead field, i.e., the measurement sensitivity distributions. We